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Abstract

This paper examines the relation between downside macroeconomic risk and asset prices. Specif-

ically, I test the cross-sectional implications of alternative consumption-based asset pricing models

in which investor welfare is defined on deviations from reference points. My results support disap-

pointment aversion preferences in which the reference point is based on the certainty equivalent of

consumption growth (Gul (1991), Routledge and Zin (2010)). I find that a single-factor consump-

tion model with disappointment aversion can fit expected returns as accurately as the Fama-French

(1993) three-factor model. In contrast, I show that if the reference point is misspecified, downside

macroeconomic risk is not priced, and the reference-dependent model cannot fit expected returns.
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1. Introduction

A growing literature in economics and finance shows that investors worry about losses more than

they enjoy gains, i.e., downside risk matters. In these models with reference-dependent preferences,

gains and losses are evaluated relative to a reference point. Since reference points are not directly

observed, these models often make assumptions about the location of the reference states. For

example, in the loss aversion framework of Kahneman and Tversky (1979), the reference outcome

is current wealth (i.e., the status quo), but this choice of reference point is somewhat arbitrary and

not fully justified.

The recent literature has employed various reference-dependent models to improve the empirical

fit of the traditional asset pricing framework with symmetric preferences.1 Typically, these models

use stock market returns as their main explanatory variable (e.g., downside CAPM)2 and do not

empirically justify their choice of reference points. Moreover, despite the prevalent use of downside

CAPMs, reference dependent models that are based on downside consumption risk usually focus

on the equity premium and do not provide any results for the cross-section of expected returns.3

Motivated by these observations, this paper examines the relation between downside consumption

risk and the cross-section of expected returns. Specifically, I study reference point formation from

an asset pricing perspective, and test whether reference-dependent models with consumption risk

alone can explain the cross-section of expected returns.

A key innovation of this paper is that, in pricing the cross-section of expected returns, I consider

reference-based models that rely exclusively on consumption risk without resorting to additional

behavioral biases (e.g., narrow framing as in Barberis et al. (2001)) or additional explanatory vari-

ables (e.g., stock market returns as in Faragó and Tédongap (2014)). Focusing on consumption risk

is important for a number of reasons. First, according to the consumption-CAPM literature, con-

sumption growth should be able to explain the cross-section of expected returns (e.g., Lucas (1978),

1Epstein and Zin (1990), Benartzi and Thaler (1995), Barberis et al. (2001), Easley and Yang (2012).
2Ang et al. (2006), Ostrovnaya et al. (2006), Piccioni (2011), Lettau et al. (2013), Faragó and Tédongap (2014).
3Epstein and Zin (1990, 2001), Routledge and Zin (2010), and Bonomo et al. (2011).
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Breeden (1979)). Second, and more importantly, despite the large number of results on downside

stock market risk, our knowledge about the cross-sectional implications of downside macroeconomic

risk is limited.4 Therefore, by fitting reference-dependent models with consumption risk alone, this

paper sheds new light on the relation between the macroeconomy and asset prices.

Another important feature of this paper is that, instead of calibrating a single reference-

dependent specification, I estimate a number of models with alternative reference points for gains

and losses. This approach allows the data to decide on the significance of the various reference

points and identify the one that maximizes the fit of the consumption-based model. By comparing

models with alternative reference outcomes, this paper advances our understanding of reference

point formation and investor behavior. It also provides answers to the issues raised by Kahne-

man and Tversky (1991), who state that “A treatment of reference-dependent choice raises two

questions: what is the reference state, and how does it affect preferences ?”

The starting point of my theoretical framework is Gul’s (1991) model of disappointment aver-

sion. In this model, investor welfare has three characteristics: (i) it is defined based on deviations

from reference levels, (ii) it is steeper for losses than for gains (asymmetric utility), and (iii) the

reference level is the certainty equivalent of the stochastic payoff. These characteristics imply that

disappointment aversion is described by utility functions with kinks (first-order risk aversion).5

In this study, I extend Gul’s static model to a dynamic setting following the generalized disap-

pointment aversion framework of Routledge and Zin (2010). In the dynamic model, preferences are

non-separable across time and the stochastic discount factor is a function of consumption growth

and lifetime utility, which is unobservable. Therefore, to estimate the disappointment model, I first

obtain an explicit solution for the wealth-consumption ratio in terms of the observable consump-

tion growth. This solution is based on the assumptions that consumption growth is predictable

and conditionally homoscedastic. I then use this solution and the Generalized Method of Moments

4Epstein and Zin (2001), Campanale, Castro, and Clementi (2010), Routledge and Zin (2010), and Bonomo,
Garcia, Meddahi, and Tédongap (2011) focus on the relation between downside consumption risk and the equity
premium.

5Traditional preference specifications with smooth utility functions (e.g., CRRA or CARA) are usually referred
to as second-order risk aversion preferences.
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(GMM) to estimate the disappointment aversion discount factor.

The key parameter in the disappointment model is the disappointment aversion coefficient,

which measures the asymmetry in investor preferences over gains and losses. To estimate this

parameter, I use a GMM system that jointly fits consumption growth moments, as well as Euler

equations for the risk-free asset, the stock market, and the six Fama-French portfolios sorted on

size and book-to-market. I find that the GMM estimates of the disappointment aversion parameter

are positive and statistically significant across all specifications of the disappointment model. For

the benchmark specification, in which risk and disappointment aversion coefficients are jointly

estimated, the estimate of the disappointment aversion parameter is approximately 7. This result

implies that investors penalize losses during disappointment events eight times more than losses

during normal times.

An important difference between Gul’s (1991) disappointment model and the generalized dis-

appointment aversion framework of Routledge and Zin (2010) is the location of the reference point.

In Gul, the reference point is equal to the certainty equivalent, whereas in Routledge and Zin the

reference point is a multiple of the certainty equivalent. Based on my empirical results, I cannot

reject the hypothesis that the reference point is exactly equal to the certainty equivalent as in Gul’s

original model. Therefore, my consumption-based asset pricing tests cannot distinguish between

Gul’s disappointment model and the generalized disappointment framework of Routledge and Zin.

After fitting the disappointment model, I compare its asset pricing performance against alter-

native consumption-based models (e.g., CRRA and Epstein-Zin). For these tests, I assess the size

of the pricing errors and employ several measures of fit such as the cross-sectional R2, the root

mean square error (RMSE), and the J-test (Hansen (1982)).

I find that the disappointment model is the only consumption-based model not rejected by the

J-test with a cross-sectional R2 that is nearly 1. In fact, I show that a single-factor consumption-

based model with disappointment aversion can explain both the cross-sectional variation (R2 =

99%) and the level of expected returns (RMSE = 0.3%). Furthermore, the fit of the consumption-

based disappointment model is comparable to the fit of the Fama and French (1993) three-factor
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model (R2 = 93%). This finding is important because structural models with consumption risk

typically perform much worse than return-generated factors.

In addition to comparisons with standard consumption models, I also compare the disappoint-

ment framework to models with alternative reference points for gains and losses. First, based on

the status quo assumption of Kahneman and Tversky (1979), I consider a specification in which

the reference point is equal to zero consumption growth. Second, I assume a model in which the

reference point is equal to expected consumption growth as in the expectation framework of Kőszegi

and Rabin (2006). Third, I consider a specification in which the reference point is last period’s con-

sumption growth. This reference point captures a quickly adapting reference outcome, as implied

by the evidence in Arkes et al. (2008).6 Finally, I propose a specification in which the reference

point for consumption growth is a constant parameter estimated by GMM.

My results show that when the reference point is based on either the status quo, the expec-

tation, or the quick adaptation models, then the estimates for the price of downside consumption

risk are insignificant. In this case, the reference-dependent model is equivalent to the traditional

consumption-based framework with symmetric preferences (no reference points), and cannot ex-

plain the cross-section of expected returns. Similar results also hold when the reference point is a

constant estimated by GMM, implying that reference points adapt over time.

The explanatory power of consumption-based models with reference-dependent preferences lies

in the ability of these models to correctly characterize loss events in consumption growth, i.e.,

periods during which consumption growth is below the reference point. For the disappointment

model, these periods are called disappointment events and happen whenever consumption growth is

below its certainty equivalent. During the 1933-2013 period, disappointment events in consumption

growth occur with 14% probability and typically happen before or during recessions. Even though

disappointment periods do not always overlap recessions, I find that investors are quite sensitive to

disappointment events, i.e., periods of much-worse-than-expected consumption growth, and demand

high risk premiums for holding assets that underperform during these periods.

6Setting the reference point equal to last period’s consumption growth can also be motivated by a status quo
model in growth rates.
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In relation to disappointment events, loss events for the status quo model (zero threshold) occur

too rarely (6.2% probability) and ignore a number of loss events in consumption growth that are

important for asset prices (e.g., loss events in 1948, 1953, 1956, 1979, 1990, 1999). In contrast, loss

events for the expectation and quick-adaptation models, in which the reference points are expected

and last period’s consumption growth, respectively, happen too often (50% probability). In these

models, loss events in consumption growth include periods during which the stock market and the

economy is booming. These periods are not related to downside macroeconomic risk. Overall, I find

that the alternative reference-based models cannot explain the cross-section of expected returns as

accurately as the disappointment model because they do not capture loss events in consumption

growth that are important for asset prices.

My empirical findings also contribute to the ongoing discussion in the asset pricing literature

regarding the magnitude of the elasticity of intertemporal substitution (EIS). To identify the EIS

under the assumption of homoscedastic consumption growth, I include the variance of the risk-

free rate in the set of GMM moment conditions. Consistent with the findings of Hall (1988) and

Vissing-Jorgensen (2002), the EIS estimates for the consumption-based disappointment model are

less than 1 and range between 0.10 and 0.13.

Collectively, my results add to three strands of the asset pricing literature. First, I contribute

to the disappointment aversion literature that has considerably grown following the works of Ang,

Bekaert, and Liu (2005) and Routledge and Zin (2010).7 Specifically, Routledge and Zin (2010) and

Bonomo et al. (2011) use consumption-based models with disappointment aversion to explain the

equity premium but do not provide any results for the cross-section of expected stock returns. In

contrast, Ostrovnaya et al. (2006) and Faragó and Tédongap (2014) conduct cross-sectional tests of

the disappointment aversion model but use stock market returns as a proxy for returns on aggregate

wealth. In this paper, I combine the contributions of Ostrovnaya et al. (2006) and Routledge and

Zin (2010) by explicitly solving for the value function in terms of consumption growth, and then

7Choi, Fisman, Gale, and Kariv (2007) and Khanapure (2012) examine portfolio choices, and Gill and Prowse
(2012) focus on effort provision. Delikouras (2014b) uses disappointment aversion to explain the credit spread puzzle.
Dolmas (2014) combines disappointment aversion with rare disasters, while Schreindorfer (2014) uses disappointment
aversion to price put options.
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applying generalized disappointment aversion to the cross-section of expected returns.

An explicit solution for the value function in terms of consumption growth is significant for

a number of reasons. First, characterizing the pricing kernel in terms of aggregate consumption

forces the disappointment model to confront asset pricing moments using macroeconomic data

alone. Second, I find that, at the annual frequency, the consumption-based disappointment model

fits expected returns better than the disappointment model in which stock market returns are used

as a proxy for aggregate wealth returns. This is consistent with the evidence in Lustig et al. (2013)

who show that stock market wealth has different properties from aggregate wealth. In addition to

improving the fit of the disappointment model, the consumption-based solutions facilitate the joint

identification of the risk aversion coefficient, the disappointment aversion parameter, and the EIS.

Finally, unlike previous results that rely on calibrations, by estimating the disappointment model, I

can identify actual disappointment events in consumption growth and examine the relation between

these events and macroeconomic conditions (e.g., recessions).

This paper also adds to the empirical asset-pricing literature. First, in terms of estimation, my

empirical framework jointly fits expected returns and consumption growth moments via a system

of GMM moment conditions. By jointly estimating Euler equations and consumption growth mo-

ments, I can map preference parameters directly into prices of risk and adjust standard errors for

parameter uncertainty in consumption growth dynamics. Second, in terms of inference, the GMM

objective function for the disappointment model is not differentiable, and therefore consistency

and asymptotic normality of the GMM estimates are not guaranteed. However, I show that the

disappointment model satisfies the conditions for consistency of non-differentiable GMM estima-

tors8 because I assume that consumption growth is a continuous random variable. In contrast,

these conditions do not hold when consumption growth takes discrete values (e.g., Bonomo et al.

(2011)).

Finally, I extend the literature on reference-dependent preferences by showing that the location

of the reference outcome affects the empirical performance of these models. Instead of calibrating a

8See Andrews (1994) and Newey and McFadden (1994).
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single reference-based model, my estimation approach allows the data to decide on the significance

of alternative reference points. Specifically, this is the first paper to show that, when the reference

outcome is based on either the status quo assumption of Kahneman and Tversky (1979), the

expectation model of Kőszegi and Rabin (2006), or a quickly adapting reference point as implied

by Arkes et al. (2008), then downside consumption risk is not priced. In this case, the reference-

dependent model is equivalent to the traditional consumption-based framework with symmetric

preferences, and cannot explain the cross-section of expected returns.

2. Recursive utility with disappointment aversion

In this section, I introduce the generalized disappointment aversion discount factor, and obtain

explicit solutions in terms of aggregate consumption growth.

2.1 The Generalized disappointment aversion stochastic discount factor

Consider a discrete-time, single-good, closed, endowment economy in which there is no productive

activity. At each point in time, the endowment of the economy is generated exogenously by “tree-

assets” (Lucas 1978). Equity claims for these “tree-assets” are traded in complete markets free of

transaction costs. Disappointment averse investors are fully rational, face no restrictions on asset

holdings, and are characterized by identical homothetic preferences.

Under these assumptions, there exists a representative investor (Routledge and Zin (2010)) who

chooses consumption Ct and asset weights {wi,t}ni=1 to maximize her lifetime utility Vt

Vt = max
Ct, {wi,t}ni=1

[
(1− β)Cρt + βµt(Vt+1; Vt+1 < δµt)

ρ
] 1
ρ (1)

with µt(Vt+1; Vt+1 < δµt) = Et
[ V −αt+1 (1 + θ1{Vt+1 ≤ δµt})

1− θ(δ−α − 1)1{δ > 1}+ θδ−αEt[1{Vt+1 ≤ δµt}]

]− 1
α
, (2)

subject to 1 > θ(δ−α − 1)1{δ > 1} and the usual budget and transversality constraints. Lifetime

utility is strictly increasing in wealth, globally concave, linear homogeneous, and time-consistent,
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since Vt is increasing in Vt+1.9

The operator µt is the generalized disappointment aversion certainty equivalent, and Et is

the conditional expectation operator. The term 1{Vt+1 < δµt} is the disappointment indicator

that overweights bad states of the world (disappointment events) and shows when investors feel

disappointed. The denominator in equation (2) is a normalization constant such that µt(µt) = µt.

The key parameter in the disappointment model is the disappointment aversion coefficient

θ ≥ 0. This parameter measures the asymmetry in investor preferences over gains and losses. If

θ is positive, a $1 loss in consumption during disappointment periods hurts approximately 1 + θ

times more than a $1 loss in consumption during normal times. When θ is zero, investors have

symmetric preferences, and the effects of first-order risk aversion vanish.

The constant δ > 0 is the generalized disappointment aversion (GDA) parameter introduced

in Routlegde and Zin (2010). This parameter is associated with the threshold for disappointment.

According to (2), disappointment events happen whenever lifetime utility Vt+1 is less than some

multiple δ of its certainty equivalent µt. In Gul (1991), δ is 1, and disappointment events occur

whenever utility falls below its certainty equivalent. On the other hand, according to the GDA

framework, disappointment events may happen below or above the certainty equivalent, depending

on whether the GDA coefficient δ is lower or greater than 1, respectively.

The constant α ≥ −1 is the traditional coefficient of second-order risk aversion which affects

the piece-wise curvature of the utility function. The parameter β ∈ (0, 1) is the discount rate. In

the deterministic steady-state of the economy, an additional $1 of consumption tomorrow is worth

$β today. Finally, the EIS between two consecutive periods is given by 1
1−ρ . The EIS measures the

responsiveness of consumption growth to changes in the real interest rate. The magnitude of the

EIS has important implications for asset pricing models. In Bansal and Yaron (2004), ρ is positive

and the EIS is greater than 1. In contrast, Hall (1988) and Vissing-Jorgensen (2002) find that ρ is

negative, and that the EIS is less than 1.

9In relation to alternative reference-dependent models, the disappointment aversion does not violate first-order
stochastic dominance or transitivity of preferences (Gul (1991)).
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Based on the recursion of equation (1), the GDA stochastic discount factor is given by10

MGDA
t,t+1 = β

(Ct+1

Ct

)ρ−1[ Vt+1

µt
(
Vt+1;Vt+1 < δµt

)]−α−ρ[ 1 + θ1{Vt+1 < δµt}
1− θ(δ−α − 1)1{δ > 1}+ θδ−αEt[1{Vt+1 < δµt}]

]
. (3)

MGDA
t,t+1 adjusts expected values by taking into account investor preferences over the timing and risk

of stochastic payoffs. The first term in equation (3) corrects for the timing of uncertain payoffs

which occur at a future date (resolution of uncertainty). The second term adjusts future stochastic

payoffs for investors’ dislike of risk (second-order risk aversion). When investor preferences are time-

additive (α = −ρ), adjustments for time and risk are identical and the second term is identically

equal to 1.

The third term in equation (3) is the novel term in the stochastic discount factor due to disap-

pointment aversion. This term adjusts stochastic payoffs for investors’ aversion to disappointment.

The GDA term distorts probability weights by shifting more mass to disappointment events, namely

states of the world in which lifetime utility Vt+1 is less than some multiple δ of its certainty equiv-

alent µt. If investors are disappointment neutral (θ = 0), the disappointment term is identically

equal to 1.

According to the expression in (3), the GDA discount factor is a function of the observable

consumption growth and the unobservable lifetime utility because household preferences are not

separable across time. Epstein and Zin (1989) and Routledge and Zin (2010) show that these

lifetime utility terms can be replaced by returns on aggregate wealth. In the next section, I use the

methodology in Bansal and Yaron (2004) and the price-dividend log-linearization of Campbell and

Shiller (1988) to express returns on aggregate wealth in terms of aggregate consumption growth.

2.2 Explicit solutions for the GDA stochastic discount factor

To solve the GDA discount factor in terms of consumption growth, I assume that consumption

growth follows an autoregressive process (AR(1)) with constant volatility and i.i.d. N(0, 1) shocks

10Hansen et al. (2007), Routledge and Zin (2010), and Appendix A here.
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∆ct+1 = µc(1− φc) + φc∆ct +
√

1− φ2
cσcεc,t+1. (4)

The parameters µc, σ
2
c , and φc are the unconditional mean, variance, and first-order autocorrelation

for consumption growth, respectively.11 Even though the AR(1) process is quite standard in the

asset pricing literature (e.g., Mehra and Prescott (1985), Routledge and Zin (2010)), I verify whether

this assumption is valid while estimating the disappointment model.

Recent results in asset pricing (e.g., Bansal and Yaron (2004), Bonomo et al. (2011)) rely

on unobservable persistent state variables or time-varying volatility to characterize the consump-

tion growth process. Although persistent state variables and time-varying volatility are plausible

assumptions, these assumptions are hard to detect empirically, at least at the annual frequency,

due to limited time-series observations. For the same reason, it is difficult to jointly estimate

Euler equations and a heteroscedastic model for consumption growth. Therefore, I consider a ho-

moscedastic process for consumption growth as in Routledge and Zin (2010) to facilitate the joint

estimation of expected returns and consumption growth moments. Next, I use the AR(1) process

for consumption growth to derive explicit solutions for the GDA discount factor.

2.2.1 Explicit solutions for the wealth-consumption ratio

Based on my assumptions for consumption growth, I can obtain an empirically tractable version of

the GDA stochastic discount factor in which unobservable lifetime utility is replaced by observable

consumption growth.

Proposition 1: Given the AR(1) assumption for consumption growth in equation (4), the log

price-dividend ratio for the claim on aggregate consumption (pc,t = log
Pc,t
Ct

) is affine in consumption

11For φc = 0, the AR(1) models nests the i.i.d. case. The AR(1) framework in (4) can easily be extended to vector
auto-regressive processes.
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growth pc,t = µv + φv∆ct with

µv =
1

1− κc,1

[
logβ + κc,0 +

ρ(1− φc)
1− κc,1φc

µc +
d1ρ

1− κc,1φc

√
1− φ2

cσc

]
, φv =

ρφc
1− κc,1φc

,

and d1 is the solution to the fixed point problem:

d1 = − α

2(1− κc,1φc)
√

1− φ2
cσc −

log
[1+θN

(
d1+

(1−κc,1φc)logδ√
1−φ2

cσc

+ α
1−κc,1φc

√
1−φ2

cσc
)

1−θ(δ−α−1)+θN
(
d1+

(1−κc,1φc)logδ√
1−φ2

cσc

) ]
α

1−κc,1φc

√
1− φ2

cσc
, (5)

where κc,0, κc,1 ∈ (0, 1) are linearization constants for returns on aggregate wealth and N(.) is the

standard normal c.d.f.

Proof: See Appendix A.

The parameter µv is the constant term in the log price-dividend ratio. It depends on the

rate of time preference (β) and the unconditional mean for consumption growth (µc) adjusted for

persistence
(
ρ(1−φc)
1−κc,1φc

)
and disappointment

(
d1ρ

1−κc,1φc

√
1− φ2

cσc

)
. The constant φv is the sensitivity

of the log price-dividend ratio to consumption growth, and its sign depends on the magnitude of

the EIS. If the EIS is greater than 1, φv is positive, and the log price-dividend ratio for a claim on

aggregate consumption is pro-cyclical. In contrast, if the EIS is less than 1, the log price-dividend

ratio for a claim on aggregate consumption is counter-cyclical.12

Finally, d1 in equation (5) is the disappointment threshold for consumption growth shocks,

and is the solution to a fixed-point problem. In Appendix A, I show that the solution to the

fixed-point problem exists and is unique. Moreover, for reasonable values of α, θ, and δ, d1 is

negative. Essentially, the disappointment threshold d1 shows how many standard deviations below

the mean consumption growth must fall before investors experience disappointment. For instance,

my estimation results suggest that d1 is approximately -1. This value implies that disappointment

events occur whenever consumption growth drops more than one standard deviation below its

12Even if the log price-dividend ratio for the claim on aggregate consumption is counter-cyclical, the log price-
dividend ratio for the stock market or any other asset can still be pro-cyclical (Bansal and Yaron (2004), p. 1485).
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conditional mean. An important difference between the disappointment model in this paper and

the one in Routledge and Zin (2010) is that here, the GDA certainty equivalent does not depend on

the EIS parameter ρ because Proposition 1 expresses returns on wealth in terms of consumption

growth.

An immediate implication of Proposition 1 is that the GDA stochastic discount factor from (3)

can be written as

MGDA
t,t+1 = (6)

exp
[
logβ + (ρ− 1)∆ct+1 +

α+ ρ

1− κc,1φc
[µc(1− φc) + d1

√
1− φ2

cσc −∆ct+1 + φc∆ct]
]

×
1 + θ1{∆ct+1 ≤ (1− κc,1φc)logδ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc}
1− θ(δ−α − 1) + θδ−αEt[1{∆ct+1 ≤ (1− κc,1φc)logδ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc}]
.

The GDA discount factor in equation (6) corrects expected future payoffs for time, risk, and

disappointment similar to the discount factor in equation (3). The crucial difference between

the two expressions is that, in (6), unobservable lifetime utility is expressed in terms of observable

consumption growth. For instance, the geometric innovation in lifetime utility
(
Vt+1/µt(Vt+1)

)
in

equation (3) is replaced by an arithmetic innovation in log-consumption growth. This arithmetic

innovation is amplified by consumption growth persistence
(

1
1−κc,1φc

)
to capture the long-term

aspect of lifetime utility.

2.2.2 Disappointment events in consumption growth

Another implication of Proposition 1 is that disappointment events can be expressed in terms of

consumption growth rather than lifetime utility. According to the expression in (6), the disappoint-

ment threshold is equal to the certainty equivalent for consumption growth adjusted for the GDA

parameter δ

∆ct+1 ≤ (1− κc,1φc)logδ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc. (7)
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For δ = 1, the threshold for disappointment is exactly equal to the certainty equivalent for con-

sumption growth as in Gul (1991)

∆ct+1 ≤ µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc. (8)

The expressions in (7) and (8) imply that disappointment events occur whenever next period’s

consumption growth is less than some quantity that depends on current consumption growth.

At first glance, this result looks similar to the habit model (e.g., Campbell and Cochrane (1999)).

However, the threshold value for disappointment events, i.e, the certainty equivalent of consumption

growth is forward-looking. Moreover, in Campbell and Cochrane’s habit model, consumption never

drops below its habit; otherwise, marginal utility becomes infinite. On the other hand, in the

disappointment model, periods during which consumption growth falls below its certainty equivalent

are particularly important for asset prices.

2.3 The risk-free rate

A general equilibrium model should be able to fit expected asset returns as well as key moments

for the risk-free rate. Based on the explicit solutions for the GDA discount factor, I can express

the one-period risk-free rate as a function of consumption growth

rf,t+1 = −logβ + [µc(1− φc) + φc∆ct](1− ρ)− h1(σc)− h2(σ2
c ), (9)

where h1 and h2 are real functions which capture the precautionary savings motive. Precautionary

savings are affected by both risk and disappointment aversion. The traditional risk aversion term

(h2(σ2
c )) depends on the variance of consumption growth, while the disappointment aversion term

(h1(σc)) depends on consumption growth volatility (σc) due to first-order risk aversion. I will use

the equilibrium condition in (9) to identify the EIS parameter ρ.
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3. Data and estimation methodology

In the previous section, I solved the GDA stochastic discount factor in terms of consumption

growth. In this section, I describe the data and the statistical methodology used to estimate the

disappointment model.

3.1 Data

For the empirical analysis, I use annual data because annual consumption and population measures

are more accurate than quarterly or monthly estimates. My sample spans a period from December

31, 1933 to December 31, 2012. Personal consumption expenditures (PCE) and PCE index data

are from the BEA. Per capita consumption expenditures are defined as services plus non-durables.

Each component of aggregate consumption expenditures is deflated by its corresponding PCE price

index (base year is 2009).

Population data are from the U.S. Census Bureau and recession dates are from the NBER. Asset

returns, factor returns, and the risk-free rate are from Kenneth French’s (whom I kindly thank)

website. Stock returns and interest rates are all in real terms and have been adjusted for inflation

by subtracting the growth rate of the PCE price index. Finally, I follow the “beginning-of-period”

convention, as in Campbell (2003) and Yogo, (2006), because beginning-of-period consumption

growth is better aligned with stock returns.

Table 1 shows summary statistics for consumption growth, the risk-free rate, and equity returns.

According to these results, the average risk-free rate is almost zero, while both consumption growth

and the risk-free rate exhibit some persistence. The average stock market return is equal to 7.17%

and the stock market Sharpe ratio is 0.38. Finally, the value premium over the 1933-2012 period

is 4.58% and the size premium is 2.14%.

14

http://www.bea.gov/iTable/iTable.cfm?ReqID=9&step=1
http://www.census.gov/popest/data/historical/index.html
http://www.nber.org/cycles.html
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html


3.2 Estimation methodology

The structural parameters to be estimated are the discount rate β, the EIS parameter ρ, the risk

aversion coefficient α, the disappointment aversion parameter θ, and the GDA coefficient δ. The key

feature of disappointment aversion is that the reference point for disappointment d1 is endogenous.

According to the expression in (5), d1 is identified once preference parameters and consumption

growth moments have been estimated.

Following Bansal et al. (2013), my analysis focuses on value-weighted portfolios sorted on size

and book-to-market (B/M). Ever since Fama and French (1993, 1996) documented that size and

B/M capture most of the cross-sectional variation in equity returns, much of the asset pricing

literature has focused on explaining the size and value factors. Because I jointly estimate Euler

equations and consumption growth moments with a limited time-series sample, I am forced to

consider a small cross-section, such as the 2× 3 size-B/M sort.13 I also consider the stock market

portfolio and the risk-free rate as part of my test assets. Empirical asset pricing tests typically

focus on the cross-section of expected returns, ignoring the moment conditions for the mean and

variance of the risk-free rate. Nevertheless, these conditions are important for identification and

constitute an additional hurdle for asset pricing factors. For instance, Ahn et al. (2003) discuss the

importance of including the risk-free rate as a test asset to fix the mean of the stochastic discount

factor at a reasonable level.

3.2.1 GMM moment conditions

Estimation is conducted via GMM (Hansen and Singleton (1982)). The GMM conditions are the

unconditional moments for consumption growth and the unconditional Euler equations:

13Estimation results for 25 size-B/M, 10 size, 10 B/M, 10 earning-to-price, equal-weighted portfolios, nominal
returns, as well as results for the post-war period are available upon request.
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E[g(zt, x)] =



E[∆ct+1]− µc(
E[∆c2

t+1]− µ2
c

)
− σ2

c(
E[∆ct+1∆ct]− µ2

c

)
− φcσ2

c(
E[(logRf,t+1)2]− E[logRf,t+1]2

)
− (1− ρ)2φ2

cσ
2
c

E
[
MGDA
t,t+1 Rf,t+1

]
− 1

E
[
MGDA
t,t+1

(
Ri,t+1 −Rf,t+1

)]
for i = 1, 2, ..., n− 1


, (10)

The vector zt is the vector of consumption growth and asset returns and x is the vector of model

parameters . The derivation of the unconditional Euler equations is discussed in Appendix A. I

consider unconditional moments for two reasons. First, I have limited time-series observations.

Second, given the homoscedasticity assumption for consumption growth the model is not really

designed to produce realistic time-variation in conditional moments.

For my empirical tests, I use the first-stage GMM because, according to Cochrane (2001) and

Liu et al. (2009), the first-stage GMM preserves the economic structure of the GMM objective

function. Hayashi (2000, p. 229) also discusses the small sample properties of GMM estimators

and suggests the use of first-stage GMM in small samples.

The structural parameters are estimated by minimizing the sample analog of the GMM objec-

tive:

min
{x}

Ê[g(zt, x)]′ W Ê[g(zt, x)]. (11)

Moment conditions are weighted by a prespecified diagonal matrix W whose first six diagonal ele-

ments are large numbers (108) and the remaining elements are equal to one. This is done for two

reasons. First, moment conditions have different scales because the GMM system includes both

consumption growth and asset pricing moments. Second, overweighting consumption moments

ensures that the various asset pricing models are not fitting expected returns by inflating the vari-

ability or the persistence of the consumption growth process. Essentially, the suggested weighting

16



scheme tests whether the various asset pricing models can explain the size and B/M portfolios while

perfectly fitting key moments for consumption growth, the risk-free rate, and the stock market.

Finally, using the definition of covariance and the unconditional Euler equations from the ex-

pression in (10), I can generate fitted expected returns
ˆ̂E[Ri,t], as follows:

ˆ̂E[Ri,t+1] = Ê[Rf,t+1]− 1

Ê[Mt,t+1]
Ĉov[Ri,t+1 −Rf,t+1,Mt,t+1]. (12)

To assess the asset pricing performance of the various consumption models, I employ several mea-

sures of fit: the cross-sectional R2, the cross-sectional root mean square error (RMSE), and the

J-test (Hansen (1982)).14 The cross-sectional R2s and the RMSE are calculated for the market and

the six size-B/M portfolios to maintain consistency across models for which consumption growth

moments or the volatility of the risk-free rate are not part of the GMM moment conditions.

3.2.2 Identification

According to the solution for the GDA discount factor in equation (6), joint identification of the

risk aversion and EIS parameters is difficult. However, based on the expression for the risk-free

rate in equation (9), the variance of the risk-free rate depends only on the variance of consumption

growth through the inverse of the EIS, since

V ar(rf,t+1) = (1− ρ)2φ2
cV ar(∆ct). (13)

This condition allows me to identify ρ using the variance of the risk-free rate and my assumption that

consumption growth is a conditionally homoscedastic AR(1) process. Even though the expression

in equation (13) is quadratic in ρ, I can use the restriction ρ < 1 to identify unique solutions. For

14The expressions for the cross-sectional R2 and the RMSE are given by

R2 = 1−
∑N
i=1(

ˆ̂E[Ri,t]− Ê[Ri,t])
2∑N

i=1(Ê[Ri,t]− 1
N

∑N
i=1 Ê[Ri,t])2

and RMSE =

√
1

N
Ê[g(zt, x)]′Ê[g(zt, x)], respectively.

Ê[Ri,t] are sample expected returns, and Ê[g(xt, x)] is the vector of average pricing errors from equation (11).
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instance, V ar(rf,t+1)/
(
φ2
cV ar(∆ct)

)
is approximately 36 in the data, which means that ρ is either

-5 or 7. However, the positive solution cannot be accepted because ρ has to be lower than 1.

Delikouras (2014b) and Dolmas (2014) show that joint identification of the risk and disappoint-

ment aversion parameters is difficult when the equity premium is the only test asset. To address

this concern, I follow Ostrvonaya et al. (2006) and first estimate the disappointment model for a set

of prespecified risk aversion parameters (α ∈ {−1, 1, 3}). The first set of results suggests that joint

estimation of θ, and α is feasible due to the inclusion of the risk-free asset and the six size-B/M

portfolios in the set of test assets. Therefore, in a second set of tests, the risk aversion coefficient is

jointly estimated with the rest of the parameters. Finally, since the price for a claim on aggregate

consumption is unobservable, I assume that the linearization constant κc,1 from equation (5) is

equal to the rate of time preference β. This assumption is true for log-time preferences when ρ is

zero and the EIS is equal to 1.

3.2.3 Consistency and asymptotic normality

Establishing consistency and asymptotic normality for the disappointment model is challenging be-

cause the GDA discount factor in equation (6) is not continuous and the GMM objective functions

is not differentiable. However, Andrews (1994) and Newey and McFadden (1994) show that, for

non-continuous estimators, continuity and differentiability of the GMM objective function can be

replaced by the less stringent conditions of continuity with probability 1 and stochastic differen-

tiability.15 As shown in Appendix B, both of these conditions are satisfied by the GDA stochastic

discount factor because I assume that consumption growth and stock returns are continuous random

variables with a well-defined moment generating function. In contrast, the consistency arguments

in Newey and McFadden for non-differentiable GMM estimators might not hold for disappointment

models in which the state-space for consumption growth is discrete (e.g., Bonomo et al. (2011)).

Finally, confidence intervals and test statistics have been estimated using Kunsch’s (1989) block

bootstrap method, which is described in Appendix C. This method addresses some practical issues

15Theorems 2.6, 7.2, and 7.3 in Newey and McFadden (1994).
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with non-continuous GMM estimation that are discussed in Appendix B. Hypothesis testing is

conducted based on 95% confidence intervals instead of standard errors or t-statistics because the

bootstrapped distribution of the estimated parameters is not symmetric. Next, I use the GMM

framework to estimate the disappointment model.

4. GMM results for the consumption-based GDA discount factor

For the first set of empirical tests, I estimate the GDA discount factor from equation (6) using the

consumption growth moments, the mean and volatility of the risk-free rate, and the Euler equations

for the stock market and the six size-B/M portfolios. I also estimate two alternative consumption

models: the Epstein-Zin (Epstein and Zin (1989)) and the CRRA specifications (Mehra and Prescott

(1985)). These models are nested by the GDA model. For example, investors in the Epstein-Zin

model are disappointment neutral (θ = 0), while, in the CRRA model, investors are disappointment

neutral and the risk aversion parameter is equal to the inverse of the EIS (α = −ρ).

Following Ostrovnaya et al. (2006), I first estimate five different versions of the disappointment

model (GDA(1) - GDA(5)) based on prespecified values for the risk aversion parameter (α ∈

{−1, 1, 3}). This is done to address possible identification concerns regarding the joint estimation

of the risk and disappointment aversion coefficients. For the first GDA specification (GDA(1)), I

set α equal to -1 and assume α = −ρ to test the performance of a disappointment model in which

investors are disappointment averse but risk neutral. For this specification, the EIS is infinite

and the fitted volatility of the risk-free rate is zero. Finally, for the first two GDA specifications

(GDA(1) and GDA(2)), I set the threshold for disappointment is exactly equal to the certainty

equivalent (δ = 1) as in Gul (1991). The results for the first set of tests are shown in Table 2.

4.1 Risk preferences

The key parameter in the GDA discount factor is the disappointment aversion coefficient θ. The

estimates of θ in Table 2 are positive, with values ranging from 7.608 to 9.970. According to the
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expression for the GDA discount factor in equation (6), when θ is equal to 7.608, investors penalize

losses during disappointment events 8.608 times more than losses during normal times. Moreover,

based on the 95% confidence intervals, I cannot reject the hypothesis that the aggregate investor is

disappointment averse, since the estimates of disappointment aversion coefficient are statistically

significant across all GDA models. Finally, the results in Table 2 document a substitution effect

between disappointment aversion and risk aversion. For example, the disappointment aversion

estimates decrease monotonically from 9.970 in GDA(3) to 7.608 in GDA(5) as the risk-aversion

parameter increases from -1 to 3, respectively.

The results for the GDA models are consistent with Routledge and Zin (2010) who set θ equal

to 9. However, the θ estimates in Table 2 are not consistent with experimental evidence at the

micro level. For instance, in portfolio choice problems, Choi et al. (2007) find disappointment

aversion coefficients that range from 0 to 1.876 with a mean of 0.390. Similarly, using experimental

data on real effort provision, Gill and Prowse (2012) estimate disappointment aversion coefficients

that range from 1.260 to 2.070.

The different estimates of the disappointment aversion parameter at the micro and macro levels

can be explained by the fact that, at the aggregate level, the disappointment aversion parame-

ter probably depends on the homoscedasticity assumption for consumption growth. Specifically,

disappointment models that assume heteroscedastic consumption growth are able to match asset

pricing moments using reasonable magnitudes for the disappointment aversion parameter. For ex-

ample, Bonomo et al. (2011) consider a stochastic variance process for consumption growth, and

set θ equal to 2.33. Delikouras (2014b) also uses time-varying volatility for consumption growth

and fits asset prices with a disappointment aversion parameter equal to 1.439. However, I cannot

jointly estimate Euler equations and a heteroscedastic model for consumption growth using annual

data. Therefore, in this paper, I follow Routledge and Zin (2010) and assume constant volatility

for consumption growth to facilitate the empirical analysis.

An important feature of the disappointment model is that reference points for gains and losses

are endogenous and are based on the certainty equivalent of consumption growth. For the GDA
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models (1) and (2) in Table 2, the GDA parameter δ is set equal to 1 as in Gul (1991). In contrast,

δ is unrestricted for the GDA models (3) - (5) as in Routledge and Zin (2010). According to the

results in Table 2, my empirical setting cannot distinguish between Gul’s disappointment model

and Routledge and Zin’s generalized disappointment theory. Specifically, for the GDA models (3)

and (4), the point estimate of δ is 0.997 whereas for the GDA(5) model the GDA estimate is 1.000.

Moreover, based on the confidence intervals in Table 2, it is difficult to rule out the hypothesis that

δ is equal to one.

In addition to the GDA coefficient δ, the disappointment threshold is also affected by the param-

eter d1, which, according to equation (5), is a function of preference parameters and consumption

growth moments. The estimates for d1 in Table 2 range from -0.923 to -0.789. These results imply

that, on average, investors feel disappointed whenever consumption growth is less than 0.8 standard

deviations below the mean. The results in Table 2 also show that the disappointment threshold

and the probability of disappointment events increase monotonically as the estimates of the disap-

pointment aversion coefficient decrease. For instance, in the GDA(3) specification, θ is 9.970 and

the probability of disappointment events is 10%, whereas in the GDA(5) model, θ is 7.608 and the

probability of disappointment events increases to 14%.

Overall, according to the results in Table 2, the estimates of the disappointment aversion coeffi-

cient are economically and statistically significant across all the GDA specifications. However, the

magnitude of these estimates depends on the prespecified values for the risk aversion parameter.

Next, I discuss the estimates of the EIS and the discount rate.

4.2 Time preferences and consumption growth moments

An important question in the consumption-based asset pricing literature is whether the EIS is

lower or greater than 1. Estimating the EIS in models with non-separable preferences is not trivial

because, according to the expression in (6), α and ρ cannot be separately identified. However, if

consumption growth is predictable and homoscedastic, then the EIS can be identified using the

moment condition for the variance of the risk-free rate in equation (13). The estimates of ρ in
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Table 2 are negative, with values ranging from -8.280 to -5.122, and are statistically significant

across all the GDA specifications. Based on the estimates for ρ, the EIS ranges from 0.10 to 0.16.

These values imply that, when the risk-free rate increases by 1%, consumption growth increases

by approximately 0.10% to 0.16%. These results are consistent with the findings in Hall (1988),

Vissing-Jorgensen (2002), and Yogo (2004b), who report that the EIS is much less than 1. In

contrast, Bansal and Yaron (2004) and Bansal, Dittmar, and Lundblad (2005) assume that ρ is

positive and that the EIS is greater than 1.

The estimate for the discount rate β in the GDA(1) model is 0.998. This means that, in the

deterministic steady-state of the economy, $1 of consumption tomorrow is worth $0.998 today. The

estimates of β for the rest of the GDA specifications (GDA(2) - GDA(5)) are greater than 1 (β

= 1.067 - 1.092). However, according to the discussion in Piazzesi and Schneider (2006), discount

rates in non-separable models can be greater than 1.

Finally, Table 2 shows estimation results for the consumption growth moments. Expected

consumption growth is 2.169%, consumption growth volatility is 1.516%, and the autocorrelation

coefficient for consumption growth is approximately 0.300. These results imply that consumption

growth exhibits some persistence and is probably not an i.i.d. process. These consumption growth

moments are almost identical across all GDA specifications, and are all statistically significant at

the 5% level. Further, the GMM estimates for consumption growth moments are very similar to

the stand-alone calculations from Table 1. For example, in Table 1, expected consumption growth

is 2.167%, consumption growth volatility is 1.556%, and the autocorrelation coefficient is 0.371.

Next, I discuss results for the Epstein-Zin and CRRA models.

4.3 GMM results for the CRRA and Epstein-Zin models

Table 2 shows estimation results for the CRRA and Epstein-Zin models in which investors are

disappointment neutral. In the CRRA model, the risk aversion estimate is 7.218 and the EIS is

1/(1 + 7.218) = 0.121 since, in this model, the EIS is equal to the inverse of the risk aversion

coefficient. Nevertheless, based on the 95% confidence interval, I cannot reject the hypothesis that
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the risk aversion parameter for the CRRA model is statistically equal to zero. Contrary to the

CRRA specification, in the Epstein-Zin model, preferences over risk and time are characterized by

different parameters. Consistent with the results in Routledge and Zin (2010), the risk aversion

coefficient in the Epstein-Zin model is statistically significant and equal to 38.369. This estimate is

four times greater than the risk aversion parameter in the long-run risk framework of Bansal and

Yaron (2004).16

To explain the difference between the risk aversion estimate for the Epstein-Zin model in Table

2 and the one in the long-run risk model of Bansal and Yaron (2004), consider the following

approximation for fitted expected log-returns according to the Epstein-Zin model17

E[Ri,t+1 −Rf,t+1] ≈ −Cov
(
e
−( α+ρ

1−κc,1φc
+1−ρ)∆ct+1

, Ri,t+1 −Rf,t+1

)
. (14)

If the persistence in consumption growth φc is high enough that 1 − κc,1φc ≈ 0, the Epstein-

Zin model in equation (14) can generate large equity risk premiums, even if the coefficient of risk

aversion α is low. If, additionally, ρ is positive, the effects of the consumption growth persistence are

even more pronounced.18 For instance, based on the calibrated parameters from Bansal and Yaron,

the effective risk aversion coefficient in equation (14), after taking into account the persistence in

consumption growth, is equal to 390.443.19 In contrast, for low persistence in consumption growth

and negative ρ estimates, the Epstein-Zin model requires a large risk aversion coefficient, around

40, to explain the equity premium. Next, I discuss the fit of the consumption-based disappointment

models.

16Bansal and Yaron (2004) set the risk aversion parameter for the long-run risk model is equal to 9.
17This approximation is based on equations (6) and (12) and the empirical facts that E[Mt+1] ≈ 1, and Ĉov(ri,t+1−

rf,t+1,∆ct) ≈ 0.
18Beeler and Campbell (2012) suggest that the equity risk premium in the long-run risk model of Bansal and

Yaron (2004) is generated by an extremely persistent consumption growth process and a high EIS. If the EIS is less
than 1 or if consumption growth is i.i.d., equity premia in the long-run risk model are almost zero unless the risk
aversion coefficient is large.

19In Bansal and Yaron (2004), α = 9, ρ = 0.333, κ1 = 0.997, and φc = 0.979.
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4.4 Pricing errors for the consumption-based GDA discount factor

To assess the asset pricing performance of the various consumption models, Table 2 shows several

measures of fit: the cross-sectional R2, the root mean square error (RMSE), and the J-test (Hansen

(1982)).

The negative value R2 for the CRRA model (R2 = -11.235, RMSE = 10.296%) suggests that

time-additive preferences cannot simultaneously explain the low volatility of the risk-free rate and

the cross-section of expected returns. This is because the variance of the risk-free rate in equation

(13) constrains the magnitude of the EIS and, in the CRRA case, it also determines the value of

the risk aversion coefficient. The fit of the consumption model is improved once we disentangle risk

attitudes from time preferences with the Epstein-Zin specification. In this case, the R2 becomes

71% and the RMSE is 1.593%. The fit of the consumption model improves even more once we

account for disappointment aversion. The R2 for the disappointment model ranges from 94.5% to

99%, and the corresponding RMSE ranges from 0.281% to 0.688%.

Even though the R2 for the Epstein-Zin model is large, this model is rejected by the J-test. This

finding is consistent with Lewellen et al. (2010), who argue that cross-sectional R2s are typically

large and cannot discern between asset pricing models. In contrast, disappointment models are

the only consumption-based models not rejected by the J-test, with p-values ranging from 0.422

for the GDA(5) model to 2.291 for the GDA(1) specification. The GDA(1) model is rejected by

the J-test (J-test = 51.267), even though it can almost perfectly fit expected returns (R-square =

95%), because it cannot fit the variance of the risk-free rate since, in this model, the inverse of the

EIS is restricted to zero.

An important issue with the J-test is that it might fail to reject the null hypothesis because the

denominator in the J-statistic is large (the model is not accurate), and not because the numerator

in the J-statistic is small (the average pricing error is zero). To examine whether disappointment

aversion truly improves the fit of consumption models, Table 3 shows average pricing errors (alphas)

for the six size-B/M portfolios across all consumption models. The pricing errors for consumption
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growth moments, the risk-free rate, and the equity premium are omitted from Table 3 because

these moments are perfectly fitted by all models, with the exception of the CRRA specification.

According to the results in Table 3, the pricing errors for the CRRA utility are large and

statistically significant across all portfolios. Even though the Epstein-Zin model performs much

better than the CRRA specification, Epstein-Zin preferences can only price two out of the six size-

B/M portfolios. For example, the pricing errors of the Epstein-Zin model for the small-growth,

the small-value, and the big-value portfolios are relatively large and statistically significant. In

contrast, the pricing errors of the GDA models are practically zero across all the specifications.

On average, the pricing errors for the GDA models are three times lower than the errors for the

Epstein-Zin specification.

The results in Table 3 are also confirmed in Figure 1, which shows fitted and sample expected

returns for the risk-free asset, the stock market, and the six size-B/M portfolios. According to

Figure 1, with the exception of the CRRA specification, all models can perfectly fit the mean and

volatility of the risk-free rate as well as the equity premium. In contrast, the CRRA model can

either explain the volatility of the risk-free rate or the cross-section of expected stock returns, but

not both. Although the Epstein-Zin discount factor is a major improvement over the CRRA model,

its cross-sectional fit is far from perfect, especially for the small-value and small-growth portfolios.

However, once I introduce disappointment aversion, fitted moments are perfectly aligned with

sample ones across all assets. According to Figure 1, the disappointment model can explain the

equity, size, and value premiums, as well as the mean and volatility of the risk-free rate.

Taken together, the results in Figure 1 and Table 3 suggest that disappointment risk can almost

perfectly fit the cross-section of expected returns. Interestingly, a single-factor consumption-based

model in which investors are disappointment averse but risk-neutral (the GDA(1) model) can

explain 95% of the cross-sectional variation in expected returns. Moreover, the almost zero pricing

errors for the GDA discount factor in Table 3 indicate that the disappointment model can fit both

the cross-sectional variation and the level of expected stock returns.
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4.5 Willingness-to-pay calculations

The effective risk aversion of disappointment averse investors depends on the risk and disappoint-

ment aversion coefficients. To assess the effective risk aversion implied by the estimates in Table

2, Panel A in Table 4 shows static willingness-to-pay calculations as in Epstein and Zin (2001).

The numbers in Table 4 show the amount of money an investor would pay to avoid a gamble that

pays $100, 000 + ε in which ε is a N(0, σε) random variable. These numbers are essentially the

difference between the mean and the certainty equivalent of the gamble for different values of σε.

Large numbers in Table 4 denote very risk averse behavior.

According to the findings in Table 4, for small gambles, disappointment averse investors are

more risk averse than Epstein-Zin individuals due to the first-order risk aversion effect. However,

for medium and large gambles, the GDA models of Table 2 imply a much less risk averse behavior

than the Epstein-Zin model.

The previous calculations assume that preferences are separable over time. However, in a

dynamic setting with non-separable preferences, the effective risk aversion is also affected by the EIS

and the persistence of consumption growth. Therefore, in Panel B of Table 4, I show willingness-to-

pay calculations in which the effective risk aversion parameter (α̃) takes into account the persistence

of consumption growth and the EIS. In this case, the effective risk aversion parameter is given by α̃ =( α+ρ
1−κ1φc

− ρ
)

as in the expression (6). Based on the evidence from Panel B, for reasonable values of

consumption growth persistence and a negative EIS, the willingness-to-pay of disappointment averse

investors with non-separable preferences is quite similar to the case with separable preferences.

Overall, the results in Table 4 suggest that the risk and disappointment estimates in Table 2

are quite large. Nevertheless, based on the results from Table 3, the traditional consumption-based

framework cannot explain expected returns even if the risk aversion coefficient is large. In contrast,

the consumption-based GDA model with a large disappointment aversion coefficient can almost

perfectly fit key moments for the risk-free rate, the stock market, and the six size-B/M portfolios.

Collectively, the first set of empirical results show that the estimates for the disappointment
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aversion coefficient are positive and statistically significant and that the EIS is less than 1. However,

these results are inconclusive about the magnitude of the GDA parameter δ. Finally, even though

the magnitude of the disappointment aversion parameter for the aggregate investor is not consistent

with the evidence at the micro level, the GDA model can perfectly fit asset prices and it is the only

consumption-based model not rejected by J-test. Next, I discuss the GDA mechanism in detail.

5. Disappointment events and the GDA mechanism

In this section, I identify the disappointment periods that are relevant for asset pricing and describe

the GDA mechanism.

5.1 Disappointment events in consumption growth and NBER recessions

An important advantage to estimating the disappointment model is that I can identify actual

disappointment events in consumption growth and examine how these events relate to aggregate

macroeconomic conditions (e.g., recessions). According to the results in Table 2, the number of

disappointment years is different across the various GDA specifications, because the threshold

for disappointment depends on the estimates of the disappointment aversion coefficient.20 Never-

theless, the number of disappointment events does not really affect the fit of the different GDA

specifications, because all these models are able to identify a common set of disappointment years

that are important for asset prices.

To study the relation between disappointment events and the macroeconomy, Figure 2 plots

consumption growth, disappointment events, and NBER recession dates. Disappointment events

are highlighted by ellipses, and are estimated for the GDA(5) model in Table 2. According to

Figure 2, disappointment events are linked to real economic activity since these events usually

happen right before or during a recession. Disappointment events do not always overlap recessions

20The disappointment years for the GDA(5) model are: 1937, 1946, 1948, 1953, 1956, 1973, 1979, 1990, 1999,
2007, and 2008. The set of disappointment years for the rest of the GDA models excludes 1948, 1953, and 1956.
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because NBER recessions and disappointment events are defined differently. For example, according

to an NBER report (2003):

A recession is a significant decline in economic activity spread across the economy,

lasting more than a few months, normally visible in real GDP, real income, employment,

industrial production, and wholesale-retail sales.

In contrast, according to the expression in (7), disappointment events are related to periods of much

worse-than-expected economic activity rather than to periods of low economic activity. In some

cases, the two events coincide (e.g., 1937, 1953, 1973, 1990, 2008) but in others, disappointment

events tend to occur before recessions (e.g., 1946, 1948, 1956, 1979, 1999, 2007).

Even if disappointment periods do not always overlap recessions, it seems that investors are

quite sensitive to disappointment events and demand high risk premiums for holding assets that

perform poorly during these events. For instance, the equity premium is large because the stock

market exposes the aggregate investor to disappointment risk. Similarly, value (small) firms com-

mand high risk premiums because stock returns of these firms covary more, in absolute value,

with disappointment events than stock returns of growth (big) firms do. Next, I examine the

disappointment mechanism in more detail.

5.2 Disappointment risk and the GDA mechanism

This section sheds additional light on the GDA mechanism by considering the following approxi-

mation for fitted expected returns according to the disappointment model:

E[Ri,t+1 −Rf,t+1] ≈ −Cov
(
e
−( α+ρ

1−κc,1φc
+1−ρ)∆ct+1

, Ri,t+1 −Rf,t+1

)
(15)

−θCov
(
1
{

∆ct+1 ≤ (1− κc,1φc)logδ + µt(∆ct+1)
}
e

( α+ρ
1−κc,1φc

+1−ρ)∆ct+1
, Ri,t+1 −Rf,t+1

)
.
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This expression shows that stocks compensate investors for two sources of systematic risk.21 The

first is consumption growth risk, and it is captured by the covariance between asset returns and

consumption growth. Consumption growth is multiplied by the constant α+ρ
1−κc,1φc + 1− ρ, which is

the price of consumption risk. Because the model is non-separable, the price of consumption risk

depends on the risk aversion parameter (α), the inverse of the EIS (1− ρ), and the persistence of

consumption growth (φc). For the time-separable CRRA model, α = −ρ and, therefore, the price

of consumption risk depends only on the inverse of the EIS (1− ρ), which is also the risk-aversion

parameter.

The second source of systematic risk is disappointment risk. Disappointment risk is captured by

the covariance between asset returns and the disappointment indicator. This covariance is scaled

by the disappointment aversion parameter θ, which measures the asymmetry in investor preferences

over gains and losses. Based on the expression in (15), θ is also the price of downside consumption

risk (disappointment risk). Traditional consumption models assume that the price for disappoint-

ment risk is zero, and consider only the first covariance term in equation(15). Nevertheless, a large

body of evidence documents that downside risk is priced both at the individual and at the aggregate

levels.22

The results in Table 2 also confirm that disappointment risk is priced in the cross-section of

expected returns. In fact, the almost zero pricing errors for the GDA(1) model, in which investors

are disappointment averse but risk-neutral ( α+ρ
1−κc,1φc + 1− ρ = 0), imply that expected returns are

almost exclusively compensation for disappointment risk. Taken together, the empirical results in

Table 2 and Table 3 suggest that a single-factor consumption-based model with disappointment

risk alone (GDA(1) model) can fit both the cross-sectional dispersion of expected returns as well

as the level of the equity, value, and size premiums. This finding implies that expected returns are

predominantly compensation for macroeconomic downside risk.

In addition to estimating the price of disappointment risk, this paper also shows that the

21This approximation is based on equations (6) and (12), and the empirical facts that E[Mt+1] ≈ 1, and

Ĉov(Ri,t+1 −Rf,t+1, e
∆ct) ≈ 0.

22Epstein and Zin (1990), Choi et al. (2007), Routledge and Zin (2010), Gill and Prowse (2012).
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significance of these estimates is affected by the assumptions regarding the location of the reference

point (the kink in the utility function). Specifically, I find that downside consumption risk is not

priced in reference-dependent models that consider alternative reference points for gains and losses.

These results are discussed in the next section.

6. Alternative first-order risk aversion models

Reference-dependent models are characterized by their assumptions regarding the location of the

reference point. Disappointment theory takes a strong stance on this issue: outcomes are evaluated

with respect to their certainty equivalent. In this section, I compare the performance of the GDA

framework to a set of first-order risk aversion models that specify alternative reference points for

gains and losses.

The most famous member of the reference-dependent class of preferences is probably the loss

aversion model of Kahneman and Tversky (1979).23 Loss aversion shares a number of common

features with disappointment aversion. For instance, the value function is defined on deviations

from reference levels, and it is steeper for losses than for gains.24 However, the original loss aversion

framework and the majority of its subsequent empirical applications do not explain how reference

points are formed or dynamically updated. Towards the end of their paper, Kahneman and Tversky

discuss time-varying reference outcomes, but their entire analysis is based on the assumption that

the reference point is the “status quo or one’s current assets.”

Contrary to Kahneman and Tversky, Kőszegi and Rabin (2006) suggest that investors do not

necessarily define gains and losses with respect to the status quo. Instead, they propose that

expectations are a more suitable benchmark for evaluating outcomes. Therefore, I also consider a

23In addition to loss aversion, probability weighting is another ingredient in Kahneman and Tversky’s (1979)
prospect theory. In this paper, I ignore probability weighting, and maintain the rational expectations assumption
because my goal is to examine the explanatory power of asymmetric utility alone.

24In the loss aversion framework, the value function is concave over gains and convex for losses. A number of
recent results (e.g., Duncan (2010)) question the S-shaped utility function. When the utility function is S-shaped,
the second order necessary conditions for utility maximizaton must also be checked. In contrast, the disappointment
aversion utility function is globally concave.
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reference-based model in which the reference point is expected consumption growth. To calculate

expected consumption growth, I maintain the assumptions of rational expectations and AR(1)

consumption growth.

Finally, Arkes et al. (2008) show that reference points tend to adapt quickly to past experience,

and that reference-point adaptation is greater following gains than following losses of equivalent size.

Based on the discussion in Arkes et al., I set the reference point equal to last period’s consumption

growth in order to capture a quickly adapting reference point.25 When consumption growth is an

AR(1) process with positive autocorrelation, the GDA certainty equivalent in equation (7) is also

adaptive. However, when the reference point is equal to last period’s consumption growth, the

reference point adjusts faster than in the GDA model in which the speed of adjustment is lower

than 1 since φc < 1. Finally, an alternative motivation for using last period’s consumption growth

as a reference point is a status quo model in growth rates.

Based on the previous discussion, the general first-order risk aversion stochastic discount factor

(FORA sdf) is given by

MFORA
t,t+1 = exp

[
logβ + (ρ− 1)∆ct+1 +

α+ ρ

1− κc,1φc
µc(1− φc)−

(α+ ρ)α

(1− κc,1φc)2
(1− φ2

c)σ
2
c (16)

− α+ ρ

1− κc,1φc
∆ct+1 +

α+ ρ

1− κc,1φc
φc∆ct

]
× 1 + θ1{∆ct+1 ≤ d}

1 + θEt
[
1{∆ct+1 ≤ d+ α

1−κc,1φc (1− φ2
c)σ

2
c}
] .

The constant d is the parameter that determines the location of the reference point. For d = 0,

the reference level is zero consumption growth (the status quo) based on the loss aversion model

of Kahneman and Tversky (1979). For d = Et[∆ct+1], the reference level is expected consumption

based on the expectation model of Kőszegi and Rabin (2006). For d = ∆ct, the reference level

is last period’s consumption growth as implied by the quick adaptation evidence in Arkes et al.

(2008). For comparison, I also estimate a model in which the location of the reference level is an

unknown constant (d = d0) to be estimated by GMM, and a specification in which the reference

25This framework does not allow for asymmetric adaptation of the reference point following gains and losses. To
account for asymmetric effects in reference-point adaptation, in untabulated tests, I set the reference point equal to
max{∆ct, 0}. These results are very similar to the ones shown here.
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level is equal to the GDA certainty equivalent of consumption growth as in equation (6). Finally,

unlike the results in Table 2, for this set of tests, the risk aversion coefficient α is jointly estimated

with the rest of the parameters.

6.1 GMM results for the FORA discount factor

Table 5 shows estimation results for the alternative first-order risk aversion models. The most im-

portant finding in Table 5 is that the economic significance of the first-order risk aversion parameter

θ depends on the assumption regarding the location of the reference point. For instance, when the

reference level is located at zero (FORA(1) model), the estimate of the first-order risk aversion

coefficient is statistically and economically insignificant while the estimate of the risk aversion pa-

rameter is around 39. When the reference level is equal to expected consumption growth (FORA(2)

model), θ is also insignificant and α is 39. Similar results also hold for the quick adaptation model

(FORA(3) model).

Overall, the estimates for the FORA models (1) - (3) are almost identical to the results for the

Epstein-Zin model in Table 2 in which the first-order risk aversion parameter is zero by assumption.

In contrast, when the location of the reference level is a constant parameter that is estimated by

GMM (FORA(4) model), downside consumption risk is priced. In this case, the estimate of the

first-order risk aversion parameter θ is 8.488, and the estimate of the loss threshold for consumption

growth (d0) is 1.097%. Both estimates are statistically significant at the 5% level. According to

these estimates, whenever consumption growth is less than 1.097%, investors in the FORA(4) model

penalize losses 9.488 times more than during normal times.

Finally, Table 5 shows results for the FORA model (FORA(5) model) in which the reference

level is equal to the generalized certainty equivalent of consumption growth as in the GDA model. In

Table 5, the risk aversion coefficient for the disappointment model is jointly estimated with the rest

of the parameters whereas in Table 2, the risk aversion parameter for the disappointment models

is fixed. When preference parameters for the disappointment model are jointly estimated, the

disappointment aversion estimate is 7.232, the risk aversion estimate is 3.325, and both coefficients
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are significant at the 5% level. Finally, the estimate of the GDA parameter δ for the FORA(5)

model is 0.996. However, based on the confidence interval for δ, we cannot rule out that δ is equal

to one.26

The rest of the parameters are similar across the different FORA models and consistent with

the findings in Table 2. For example, the EIS is around 0.10, the discount rate is greater than 1,

and the AR(1) assumption for consumption growth is consistent with the data. Next, I examine

the fit of the FORA models.27

6.2 Pricing errors for the FORA discount factor

The previous results show that the location of the reference point affects the statistical significance

of the first-order risk aversion coefficient. In this section, I show that the location of the reference

level also affects the empirical fit of the FORA models.

According to the results in Table 5, the cross-sectional fit of the status quo, expectation, and

quick adaptation models (FORA(1), FORA(2), and FORA(3) models) is identical to the Epstein-

Zin model from Table 2 (R2 = 70%, RMSE = 1.594%). These models are rejected by the J-test

(p-value = 0) because they cannot fit the cross-section of expected stock returns. The constant

parameter specification (FORA(4) model) is also rejected by the J-test (J-test = 21.413, p-value

= 0) and its cross-sectional fit is only a minor improvement over the first three FORA models

(RMSE = 1.436%) because consumption-based reference points are adaptive.

The only FORA model that is not rejected by the J-test in Table 5 is the GDA discount factor

(FORA(5) model) with a J-statistic of 0.632 (p-value = 0.959). The fit of this model is quite

impressive (R2 = 94%, RMSE = 0.734%) implying that disappointment theory can successfully

describe the reference level for gains and losses. For comparison, Table 5 also shows results for the

Fama and French (1993) three-factor model (R2 = 93%, RMSE = 0.786%).28 According to these

26The estimate for δ is greater than 1 in 33% of the bootstrap replications.
27For the status quo, the adaptation, and the constant-parameter models (FORA(1), FORA(3), and FORA(4)

models), the moment condition for the variance of the risk-free rate in equation (13) is only an approximation.
28The parameters for the Fama-French model are omitted because they do not have a structural interpretation.
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results, the GDA discount factor can explain the cross-section of expected returns as accurately as

the Fama-French model. This finding is important because structural models with consumption

risk typically perform much worse than return-generated factors.

The performance of the FORA models is further examined in Table 6 which shows pricing errors

for the five FORA specifications. According to these results, the alternative FORA models are

rejected because they cannot price the size-B/M portfolios since the pricing errors are statistically

significant. In contrast, the pricing errors for the disappointment model (FORA(5) model) are

insignificant across all portfolios. These results are also confirmed by Figure 3, which shows fitted

and sample expected returns for the FORA models. According to Figure 3, the GDA model is the

only FORA model for which fitted and sample asset pricing moments are almost perfectly aligned.

6.3 Loss events in consumption growth

To explain the findings in Table 5, note that the explanatory power of reference-dependent prefer-

ences lies in the ability of these models to correctly characterize loss events in consumption growth,

i.e., periods during which consumption growth is below the reference point. For the GDA model

(FORA(5)), these periods are called disappointment events and happen whenever consumption

growth is below its generalized certainty equivalent. According to the results in Table 5, disap-

pointment events in consumption growth occur with 10% probability. In relation to disappointment

events, loss events for the status quo reference point (FORA(1)) occur too rarely (6.2% probabil-

ity), whereas loss events for the expectation, quick-adaptation, and constant-parameter models

(FORA(2) - (4)) happen too often (50%, 51.2%, and 26.5% probability, respectively).

Figure 4 plots the dynamics of the various reference points for the alternative FORA models.

The solid line in Figure 4 is consumption growth, and the dashed line shows expected consumption

growth. According to Figure 4, when the reference level is equal to expected consumption growth

(FORA(2) model), loss events should occur with a 50% probability because consumption growth is

a normal random variable. Indeed, the probability of loss events for the FORA(2) model in Table

5 is exactly 50%. In this case, loss events happen so often that they overlap periods of economic
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growth and high stock market returns. These periods are not particularly important for asset

prices, and the first-order risk aversion becomes irrelevant. The analysis is very similar when the

reference point is either last period’s consumption growth or a constant parameter (FORA(3) and

FORA(4) models). In these models, loss events also happen too often.

In contrast, when the reference level is the status quo (FORA(1) model), there are too few

loss events. Specifically, the reference level for the status quo model in Figure 4 is depicted by the

horizontal line located at zero. In this case, consumption growth crosses the zero threshold with

a 6.2% probability. The status quo model cannot explain asset prices because the zero threshold

ignores a number of loss events in consumption growth that are important for asset prices (e.g.,

loss events in 1948, 1953, 1956, 1979, 1990, 1999).

Overall, the results in this section show that the assumptions regarding the location of the

reference point determine the empirical fit of the FORA models. Specifically, I show that when the

reference point is based on either the status quo assumption of Kahneman and Tversky (1979), the

expectation model of Kőszegi and Rabin (2006), or a quickly adapting reference point as implied by

Arkes et al. (2008), then the estimates for the price of downside consumption risk are insignificant.

In this case, the reference-dependent model is equivalent to the traditional consumption-based

framework with symmetric preferences, and cannot explain the cross-section of expected returns.

Similar results hold when the reference point is a constant estimated by GMM, implying that

reference points adapt over time.

In the next section, I examine the performance of disappointment models that use stock market

returns as a proxy for returns on aggregate wealth instead of expressing the GDA discount factor

in terms of consumption growth as in equation (6).

7. The market-based GDA discount factor

The results in the previous section show that a consumption-based model with disappointment

aversion can explain the level and cross-sectional dispersion of expected stock returns as successfully
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as the Fama-French model. In this section, I show that expressing aggregate wealth returns in terms

of consumption growth hugely improves the performance of disappointment models that use stock

market returns to proxy for returns on aggregate wealth.

Using returns on aggregate wealth (RW,t+1), the GDA stochastic discount factor from (3) can

be rewritten as29

MGDA market
t,t+1 = β

−α
ρ

(Ct+1

Ct

)−α ρ−1
ρ
R
−α
ρ
−1

W,t+1

1 + θ1
{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1
ρ

W,t+1 ≤ δ
}

Et
[
1 + θδ−α1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1
ρ

W,t+1 ≤ δ
}] . (17)

In the above specification, RW,t+1 denotes returns on aggregation wealth, i.e. returns on a claim

which pays aggregate consumption as its dividends. However, such a claim is not traded in financial

markets, and therefore returns on aggregate wealth are unobservable. To estimate this model, I

follow the previous literature and proxy returns on total wealth with stock market returns since

total wealth returns are hard to measure. One disadvantage of this approach is that I cannot use

the variance of the risk-free rate to identify ρ because the risk-free rate is a function of consumption

growth and wealth returns. Therefore, to estimate the market-based disappointment model, I set

ρ equal to 1 as in Routledge and Zin (2010).30

7.1 GMM results for the market-based GDA discount factor

Table 7 shows estimation results for the market-based GDA model. The GMM moment conditions

are the Euler equations for the risk-free asset, the stock market, and the six Fama-French portfolios.

For the first market-based specification (market GDA(1)), θ is restricted to zero and investors have

symmetric utility. For this model, the estimate of the risk aversion parameter is statistically

significant and equal to 1.399. For the second market-based specification (market GDA(2)), α and

θ are jointly estimated. In this case, the estimate of the disappointment aversion parameter is

statistically significant and equal to 1.024, whereas the estimate of the risk aversion coefficient is

29Routledge and Zin (2010) and the proof of Proposition 1 in Appendix A.
30Results for alternative values of the EIS are qualitatively similar to the ones shown here.
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insignificant.

For these first two market-based GDA specifications, the GDA parameter δ is set equal to 1.

I relax this restriction for the market-based GDA specifications (3), (4), and (5). However, for

these specifications, I follow Ostrovnaya et al. (2006) and prespecify the value of the risk aversion

parameter (α ∈ {−1, 3, 15}) due to identification issues regarding the joint estimation of α, θ, and

δ. The results for the market-based GDA specifications (3), (4), and (5) uncover a substitution

effect between the risk and disappointment aversion parameters, similar to the one documented

in Table 2. For example, as I increase the risk aversion parameter from -1 in specification (3) to

15 in specification (5), the disappointment aversion parameter decreases from 2.351 to −0.999. In

untabulated results, I find that when the risk aversion parameter is greater than 1.5, the estimates

for the disappointment aversion coefficient are negative.

According to the estimation results in Table 7, the GDA parameter δ is statistically significant

across all market-based GDA models. However, similar to the consumption-based GDA models

from Table 2, the results for the magnitude of the GDA in Table 7 are inconclusive. For example,

in the market-based specification (3), the estimate of δ is greater than 1 (δ = 1.031) while in

specifications (4) and (5), the estimates of δ are equal to 0.916 and 0.940, respectively. These

results are also confounded by the fact that, in the latter specifications, the estimates of the

disappointment aversion parameter are negative.

Overall, the estimates for the market-based GDA models in Table 7 are quite consistent with

the evidence for risky choices at the micro level. Specifically, the discount rate is less than 1 across

all market-based models (β = 0.947 - 0.974), and the estimates of the disappointment aversion

coefficient are low. In fact, the magnitude of the disappointment aversion parameter might be too

low since the estimates for θ are negative in two out of the four market-based GDA specifications.31

Next, I examine the fit of the market-based GDA model.

31For the market-based GDA specification (1), the disappointment aversion parameter is set equal to zero.
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7.2 Pricing errors for the market-based GDA discount factor

According to the results in Table 7, all of the market-based GDA specifications are rejected by the

J-test. Moreover, the R2 for the market-based model without disappointment aversion (market

GDA(1)) is negative (−1.000%) while the R2 for the market-based GDA specification with dis-

appointment aversion (market GDA(2)) is 12.663%. The performance of the market-based GDA

model improves once I introduce the GDA parameter δ in the market specifications (3), (4), and

(5). In this case, the R2 ranges from 22.786% for specification (4) to 83.737% for specification

(5). However, in both specifications, the estimates for the disappointment aversion parameter are

negative.

Table 8 shows pricing errors for the five market-based GDA models. The pricing errors of

the first four market-based models are economically and statistically significant. In contrast, the

market-based GDA specification (5) performs better than the rest of the market models even though

it cannot price the small-growth portfolio. Consistent with the results in Table 8, Figure 5 shows

that the market-based GDA model cannot align fitted and sample expected returns unless the

risk aversion parameter is high and the disappointment aversion coefficient is negative, as in the

market-based specification (5).

Overall, the fit of the market-based GDA model is worse than the fit of the consumption-based

GDA model from Table 2. In fact, the first four market-based GDA models in Table 7 perform

worse than the consumption-based Epstein-Zin model of Table 2, which completely ignores disap-

pointment aversion. This is because, at the annual frequency, the stock market portfolio does not

account for important components of total wealth such as human capital (Lustig, Van Nieuwer-

burgh, and Verdelhan (2013)), whereas aggregate consumption is a better measure of economic

activity.

Collectively, the results in this section run against the use of stock market returns as a proxy

for total wealth returns at the annual frequency. In contrast, by solving the value function in terms

of consumption growth as in equation (6), the fit of the consumption-based GDA model is superior
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to the fit of the market-based GDA model.

8. Aggregating first-order risk averse investors

The theoretical framework in this paper assumes identical preferences which can be aggregated due

to the linear homogeneity of disappointment aversion. Nevertheless, Chapman and Polkovnichenko

(2009) show that in models with first-order risk aversion, the equity premium and the risk-free rate

are sensitive to preference heterogeneity. In addition, Easley and Yang (2012) use a dynamic model

to show that the price impact of first-order risk averse investors is limited because the stock market

participation of these investors shrinks at a very high speed.

Even though a heterogeneous agents model is outside the scope of this paper, Appendix D shows

that disappointment aversion is equivalent to portfolio optimization with lower partial moments

(conditional value-at-risk). Therefore, if investors use lower partial moments to optimize their

portfolio holdings, then first-order risk aversion is a more realistic description of investor behavior

than second-order risk aversion. Whether stock markets are populated by first-order or second-

order risk averse investors is left for future research. Nevertheless, even if markets are populated

by second-order risk averse investors, Epstein (1991) shows that suboptimal risk-sharing rules lead

to aggregate preferences that exhibit first-order risk aversion.

9. Conclusion

This paper provides explicit solutions for the generalized disappointment aversion discount factor

when consumption growth is a continuous random variable with constant volatility. These solutions

allow me to run a wide range of comparative tests across alternative consumption-based asset pricing

models and facilitate the identification of actual disappointment events in consumption growth.

To estimate the various consumption models, I employ an identification strategy that simulta-

neously fits consumption growth moments and Euler equations via a general GMM system. This
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strategy relies on the variance of the risk-free rate to identify the EIS when consumption growth

is predictable and homoscedastic. Collectively, my results show that there is a substitution effect

between disappointment and second-order risk aversion, and that the EIS estimates are less than

1 across all consumption-based models. However, my empirical setting cannot distinguish between

Gul’s (1991) original disappointment model, in which the reference point is equal to the certainty

equivalent, and the generalized disappointment framework of Routledge and Zin (2010), in which

the reference point is a multiple of the certainty equivalent.

In terms of model fit, comparative results suggest that a single-factor consumption-based model

with disappointment aversion can explain the cross-section of expected returns as accurately as the

Fama-French three-factor model. Moreover, the consumption-based disappointment model explains

the cross-section of expected returns better than traditional consumption models or disappointment

models in which stock market returns are used as a proxy for returns on total wealth.

Overall, this paper concludes that reference levels are not constant, and that the location of

the reference payoff affects the empirical performance of consumption-based models with reference-

dependent preferences. Specifically, this is the first paper to show that when the reference point is

based on the status quo assumption of Kahneman and Tversky (1979), the expectation model of

Kőszegi and Rabin (2006), or a quickly adapting reference point as implied by the evidence in Arkes

et al. (2008), then downside consumption risk is not priced. In this case, the reference-dependent

model is equivalent to the traditional consumption-based framework with symmetric preferences

(no reference points), and cannot explain the cross-section of expected returns.
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Figures

Figure 1 Sample and fitted expected returns for the GDA discount factor

Figure 1 shows sample and fitted expected returns for the risk-free asset, the stock market, and the six size-B/M
portfolios. Fitted expected returns are estimated according to the expression in (12) for the consumption-based GDA
discount factor from equation (6) with different values for the risk aversion parameter α. The fitted value for the
variance of the risk-free rate is given by the expression in (13). Figure 1 also shows sample and fitted expected returns
for the CRRA and Epstein-Zin (EZ) models. Estimation results are shown in Table 2.
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Figure 2 Consumption growth, disappointment events, and NBER recessions

Figure 2 shows disappointment events in consumption growth for the GDA discount factor from equation (6) when the
risk aversion parameter is equal to 3 (GDA(5) model in Table 2). The solid line is consumption growth. The dashed
line is the time-varying GDA certainty equivalent of consumption growth from the expression in (7). Disappointment
events are highlighted by ellipses, and shaded areas are NBER recession dates. Estimation results for consumption
growth moments and the disappointment threshold are shown in Table 2.
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Figure 3 Sample and fitted expected returns for the FORA discount factor

Figure 3 shows sample and fitted expected returns for the risk-free asset, the stock market, and the six size-B/M
portfolios. Fitted expected returns are estimated according to the expression in (12) for the FORA discount factor
from equation (16) with alternative reference points for gains and losses. In Panel a), the reference point is zero
consumption growth (d = 0); in Panel b), the reference point is expected consumption growth (d = Et[∆ct+1]); in
Panel c), the reference point is a constant parameter estimated by GMM (d = d̂0); and in Panel d), the reference
point is the GDA certainty equivalent from equation (7). Estimation results are shown in Table 5.
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Figure 4 Consumption growth, loss events, and NBER recessions

Figure 4 shows loss events in consumption growth for the FORA discount factor from equation (16) with alternative
reference points for gains and losses. The solid line is consumption growth. The dotted horizontal line shows the
zero reference point according to the status quo model (FORA(1) model in Table 6). The time-varying dashed line is
expected consumption growth and shows the reference point according to the expectation model (FORA(2) model in
Table 6). Finally, the horizontal dashed-dotted line shows the constant reference point estimated by GMM (FORA(4)
model in Table 6). Shaded areas are NBER recession dates.
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Figure 5 Sample and fitted returns for the market-based GDA discount factor

Figure 5 shows sample and fitted expected returns for the risk-free asset, the stock market, and the six size-B/M
portfolios. Fitted expected returns are estimated according to the expression in (12) for the market-based GDA
discount factor from equation (17) with different values for the risk aversion coefficient α. In the market-based GDA
models, stock market returns are used as a proxy for aggregate wealth returns. Estimation results are shown in Table
7.
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Tables

Table 1 Summary statistics for consumption growth and real asset returns

Table 1 shows summary statistics for the log-consumption growth (∆ct), the log risk-free rate (rf,t), and equity log-
returns. Equity returns are for the stock market and the Fama-French six portfolios sorted on size and book-to-market.
The sample period is 1933-2012.

small big

∆ct rf,t market growth medium B/M value growth medium B/M value

mean 2.16 0.17 7.17 6.81 11.03 12.78 6.44 8.07 9.74
volatility 1.55 3.41 18.16 27.45 23.88 25.37 18.35 17.81 21.91
autocorrelation 0.37 0.77 -0.05 -0.04 -0.04 -0.05 -0.02 -0.07 -0.20
Sharpe ratio 0.38 0.24 0.45 0.49 0.34 0.44 0.43
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Table 2 GMM results for the consumption-based GDA discount factor

Table 2 shows estimation results for the CRRA, Epstein-Zin, and the GDA discount factors from equation (6) with
different values for the risk aversion parameter α. The GMM moment conditions are the consumption growth mean,
the consumption growth variance, the consumption growth autocovariance, the variance of the risk-free rate, and
the unconditional Euler equations for the risk-free asset, the stock market, and the six size-B/M portfolios. ∆ct is
consumption growth, µc (×100) is consumption growth mean, σ2

c (×100) is consumption growth variance, and φcσ
2

(×100) is consumption growth autocovariance. β is the rate of time preference, α is the risk aversion parameter, ρ is
equal to 1−1/EIS, θ is the disappointment aversion coefficient, and δ is the GDA parameter. d1 is the disappointment
threshold from equation (7), and disappointment probability is the probability of disappointment events. Bootstrapped
95% confidence intervals are shown in brackets. J-test, d.o.f., and p-value are the bootstrapped first-stage J-test
(Hansen (1982)), the degrees of freedom, and the p-value that all moment conditions are jointly zero. RMSE is the
cross-sectional root mean square error (×100) for the market and the six size-B/M portfolios. R2 is the cross-sectional
R-square (×100) for the market and the six size-B/M portfolios.

Generalized Disappointment Aversion (GDA)

CRRA Epstein-Zin GDA(1) GDA(2) GDA(3) GDA(4) GDA(5)
α = −ρ, θ = 0 θ = 0 α = −ρ = −δ = −1 α = −δ = −1 α = −1 α = 1 α = 3

mean ∆ct (µc) 2.167 2.169 2.169 2.169 2.169 2.169 2.169
[1.91, 2.45] [1.91, 2.45] [1.91, 2.45] [1.91, 2.45] [1.91, 2.45] [1.91, 2.45] [1.91, 2.45]

variance ∆ct (σ2
c) 0.000 0.023 0.024 0.023 0.024 0.023 0.024

[0.000, 0.000] [0.012, 0.024] [0.010, 0.026] [0.012, 0.031] [0.012, 0.030] [0.012, 0.032] [0.013, 0.030]

autocov. ∆ct (φcσ
2
c) 0.000 0.005 0.006 0.005 0.006 0.005 0.008

[0.000, 0.005] [0.001, 0.009] [0.001, 0.010] [0.002, 0.008] [0.002, 0.009] [0.001, 0.008] [0.003, 0.012]

β̂ 1.179 1.159 0.998 1.069 1.070 1.092 1.067
[0.97, 1.33] [0.92, 1.34] [0.98, 1.02] [1.01, 1.16] [1.02, 1.28] [1.04, 1.32] [1.04, 1.20]

α̂ 38.369
[27.94, 68.64]

ρ̂ -7.218 -7.999 -8.224 -6.735 -8.419 -5.122
[-10.96, 0.99] [-16.64, -2.54] [-18.36, -2.81] [-12.91, -2.85] [-15.08, -3.01] [-8.03, -2.01]

θ̂ 8.414 9.879 9.970 8.563 7.608
[5.84, 27.11] [5.84, 26.91] [6.43, 17.63] [5.29, 17.57] [5.84, 12.46]

δ̂ 0.997 0.997 1.000
[0.95, 1.00] [0.96, 1.00] [0.94, 1.00]

disappointment
-0.868 -0.923 -0.840 -0.813 -0.789

threshold (d1)

disappointment
0.100 0.100 0.100 0.100 0.137

probability

J − test 1080.872 156.795 51.267 2.291 1.012 0.594 0.422
d.o.f. 7 6 7 6 5 5 5
p− value 0 0 0 0.891 0.961 0.988 0.994

RMSE 10.296 1.593 0.626 0.659 0.667 0.688 0.281
R2 -1123.5 71.165 95.514 95.012 94.889 94.574 99.094
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Table 3 GMM pricing errors for the consumption-based GDA discount factor

Table 3 shows mean pricing errors (×100) for the consumption-based GDA discount factor from equation (6) for
different values of the risk-aversion parameter. Table 3 also shows mean pricing errors for the two nested consumption
models (CRRA, Epstein-Zin). The test assets are the Fama-French six size-B/M portfolios. Table 3 does not report
pricing errors for consumption growth moments, the risk-free rate, or stock market returns because these moments
are perfectly fitted by all models (except for the CRRA and GDA(1) specifications). Bootstrapped t-statistics are in
parenthesis. Estimation results are shown in Table 2.

GMM pricing errors for the size-B/M portfolios

small-growth small-medium small-value big-growth big-medium big-value

CRRA 8.817 12.406 14.768 6.883 8.491 10.771
α = −ρ, θ = 0 (6.29) (19.80) (16.26) (13.87) (12.01) (8.45)

Epstein-Zin -1.628 1.560 3.099 -0.415 1.241 1.170
θ = 0 (-3.38) (1.55) (4.15) (-0.97) (2.33) (2.95)

GDA(1) 0.364 1.081 1.185 -0.070 -0.059 0.166
α = −ρ = −δ = −1 (0.21) (0.63) (0.56) (-0.04) (-0.03) (0.06)

GDA(2) 0.673 1.155 1.102 -0.000 -0.155 0.136
α = −δ = −1 (0.21) (0.37) (0.43) (-0.005) (-0.03) (0.04)

GDA(3) 0.699 1.167 1.106 -0.000 -0.155 0.141
α = −1 (0.68) (0.45) (0.22) (-0.00) (-0.15) (0.12)

GDA(4) 0.510 1.188 1.257 -0.029 -0.076 0.229
α = 1 (0.07) (0.74) (0.47) (-0.02) (-0.06) (0.16)

GDA(5) -0.262 0.393 0.435 0.042 0.255 -0.266
α = 3 (-0.03) (0.16) (0.74) (0.03) (0.12) (-0.31)
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Table 4 Willingness-to-pay for the consumption-based GDA discount factor

Table 4 assesses the willingness-to-pay, i.e., the effective risk aversion, of a disappointment averse investor for different
values of the risk and disappointment aversion parameters. The willingness-to-pay is defined as the difference between
the mean and the certainty equivalent of a gamble with possible outcomes $100, 000+ε in which ε is a N(0, σε) random
variable. Table 4 shows willingness-to-pay calculations for different values of σε. The preference parameters are from
Table 2. Panel A shows willingness-to-pay calculations for time-separable preferences in which the risk aversion
coefficient is simply the estimates of α in Table 2. Panel B shows willingness-to-pay calculations for non-separable
preferences in which the effective risk aversion coefficient (α̃) takes into account the persistence in consumption growth
and the EIS. In this case, the effective risk aversion parameter is α̃ =

(
α+ρ

1−κc,1φc
− ρ
)
.

Panel A: separable preferences

Generalized Disappointment Aversion (GDA)

σε Epstein-Zin GDA(1) GDA(2) GDA(3) GDA(4) GDA(5)
α = 38.363 α = −δ = −1 α = −δ = −1 α = −1, δ = 0.997 α = 1, δ = 0.997 α = 3, δ = 1.000
θ = 0 θ = 8.414 θ = 9.879 θ = 9.970 θ = 8.563 θ = 7.608

2,000 795 1,769 1,879 1,702 1,619 1,764
5,000 5,260 4,403 4,677 4,512 4,493 4,728
10,000 22,538 8,794 9,341 9,200 9,741 10,575
15,000 46,415 13,186 14,005 13,888 15,656 17,844
20,000 72,353 17,577 18,668 18,576 22,480 27,536

Panel B: non-separable preferences

Generalized Disappointment Aversion (GDA)

σε Epstein-Zin GDA(1) GDA(2) GDA(3) GDA(4) GDA(5)
α̃ = 49.598 α̃ = −δ = −1 α̃ = −2.792, δ = 1 α̃ = −2.824, δ = 0.997 α̃ = −0.309, δ = 0.997 α̃ = 4.380, δ = 1.000
θ = 0 θ = 8.414 θ = 9.879 θ = 9.970 θ = 8.563 θ = 7.608

2,000 1,045 1,769 1,812 1,631 1,592 1,773
5,000 6,648 4,403 4,305 4,128 4,213 4,777
10,000 25.813 8,794 8,838 7,663 8,515 10,779
15,000 49,274 13,186 10,562 10,380 12,723 18,363
20,000 74,031 17,577 12,483 12,283 16,821 28,783
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Table 5 GMM results for the FORA discount factor

Table 5 shows estimation results for the FORA discount factor from equation (16) with alternative reference levels
for gains and losses. The reference levels are: i) zero consumption growth, ii) expected consumption growth, iii) last
period’s consumption growth, iv) a constant parameter estimated by GMM, and v) the generalized disappointment
aversion certainty equivalent from equation (7). The GMM moment conditions are the consumption growth mean,
the consumption growth variance, the consumption growth autocovariance, the variance of risk-free rate, and the
unconditional Euler equations for the risk-free asset, the stock market, and the six size-B/M portfolios. β is the
rate of time preference, α is the risk aversion parameter, ρ is equal to 1 − 1/EIS, θ is the first-order risk aversion
aversion parameter, and d0 is a constant reference point estimated by GMM. loss probability is the probability that
consumption growth is below the reference point. Bootstrapped 95% confidence intervals are shown in brackets.
J-test, d.o.f., and p-value are the bootstrapped first-stage J-test (Hansen (1982)), the degrees of freedom, and the
p-value that all moment conditions are jointly zero. RMSE is the cross-sectional root mean square error (×100) for
the market and the six size-B/M portfolios. R2 is the cross-sectional R-square (×100) for the market and the six
size-B/M portfolios. Fama-French is the Fama and French (1993) three-factor model.

First-Order Risk Aversion (FORA)

FORA(1) FORA(2) FORA(3) FORA(4) FORA(5) Fama-French

reference level:
zero expected past

constant parameter GDA
cons. growth cons. growth cons. growth

mean ∆ct (µc × 100) 2.169 2.169 2.169 2.169 2.169
[1.91, 2.45] [1.91, 2.45] [1.91, 2.45] [1.91, 2.45] [1.91, 2.45]

variance ∆ct (σ2
c × 100) 0.023 0.023 0.023 0.023 0.023

[0.011, 0.024] [0.011, 0.024] [0.012, 0.024] [0.012, 0.023] [0.012, 0.028]

autocov. ∆ct (φcσ
2
c × 100) 0.005 0.005 0.005 0.005 0.005

[0.002, 0.007] [0.002, 0.007] [0.002, 0.007] [0.002, 0.008] [0.002, 0.008]

β̂ 1.170 1.170 1.171 1.132 1.105
[0.91, 1.29] [0.86, 1.31] [0.84, 1.34] [0.95, 1.34] [1.05, 1.30]

α̂ 39.202 39.087 39.011 5.044 3.325
[21.29, 73.51] [17.25, 80.89] [11.97, 79.75] [1.23, 10.10] [0.85, 7.23]

θ̂ -0.007 -0.003 0.002 8.488 7.232
[-0.018, 0.001] [-0.007, 0.000] [-0.0004, 0.007] [3.25, 17.64] [4.18, 15.37]

ρ̂ -8.566 -8.564 -8.564 -8.564 -8.549
[-13.02, -2.02] [-13.26, 5.65] [-13.41, -0.55] [-14.77, -3.21] [-14.73 -3.27]

δ̂ 0.996
[0.965, 1.005]

constant 1.097
reference point (d0 × 100) [1.06, 1.35]

loss
0.062 0.500 0.512 0.265 0.100

probability

J − test 52.580 60.648 64.783 21.413 0.632
d.o.f. 5 5 5 4 4
p− value 0.000 0.000 0.000 0.000 0.959

RMSE 1.592 1.594 1.594 1.436 0.734 0.786
R2 71.175 71.116 71.134 76.217 93.825 92.874

F10



Table 6 GMM pricing errors for the FORA discount factor

Table 6 shows mean pricing errors (×100) for the FORA discount factor from equation (16) with alternative reference
points for gains and losses. The test assets are the six Fama-French size-B/M portfolios. Table 6 does not report
pricing errors for consumption growth moments, the risk-free rate, or stock market returns because these moments
are perfectly fitted by all models due to the choice of the GMM weighting matrix. Bootstrapped t-statistics are in
parenthesis. Estimation results are shown in Table 5.

GMM pricing errors for the size-B/M portfolios

small-growth small-medium small-value big-growth big-medium big-value

FORA(1) -1.610 1.579 3.105 -0.400 1.225 1.168
zero cons. growth (-7.117) (2.37) (7.59) (-1.04) (1.29) (4.33)

FORA(2) -1.610 1.581 3.108 -0.400 1.224 1.174
expected cons. growth (-3.69) (2.42) (7.61) (-1.23) (1.26) (2.45)

FORA(3) -1.611 1.580 3.107 -0.399 1.223 1.173
past cons. growth (-3.39) (2.59) (8.55) (-0.96) (2.57) (2.76)

FORA(4) -0.743 2.102 2.630 -0.107 1.324 0.886
constant parameter (-1.18) (2.11) (6.82) (-0.15) (1.48) (2.15)

FORA(5) 0.325 1.225 1.435 -0.054 0.014 0.332
GDA (0.06) (1.33) (1.79) (-0.04) (0.01) (0.34)
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Table 7 GMM results for the market-based GDA discount factor

Table 7 shows estimation results for the market-based GDA discount factor from equation (17) in which stock market
returns are used as a proxy for returns on aggregate wealth. The GMM moment conditions are the unconditional
Euler equations for the risk-free asset, the stock market, and the six size-B/M portfolios. β is the rate of time
preference, α is the risk aversion parameter, ρ is equal to 1− 1/EIS, θ is the disappointment aversion coefficient, and
δ is the generalized GDA parameter. Bootstrapped 95% confidence intervals are shown in brackets. J-test, d.o.f.,
and p-value are the bootstrapped first-stage J-test (Hansen (1982)), the degrees of freedom, and the p-value that
all moment conditions are jointly zero. RMSE is the cross-sectional root mean square error (×100) and R2 is the
cross-sectional R-square (×100) for the market and the six size-B/M portfolios.

Market-Based Generalized Disappointment Aversion

market GDA(1) market GDA(2) market GDA(3) market GDA (4) market GDA(5)
θ = 0, ρ = 1, δ = 1 ρ = 1, δ = 1 α = −1, ρ = 1 α = 3, ρ = 1 α = 15, ρ = 1

β̂ 0.953 0.966 0.974 0.947 0.962
[0.94, 0.96] [0.83, 1.11] [0.95, 0.98] [0.93, 0.95] [0.96, 0.97]

α̂ 1.399 -0.0002
[0.69, 1.77] [-0.0001, -0.0002]

θ̂ 1.024 2.351 -0.565 -0.999
[0.50, 1.27] [2.02, 2.60] [-0.68, -0.44] [-0.999, -0.998]

δ̂ 1.031 0.916 0.940
[1.01, 1.09] [0.85, 0.97] [0.93, 0.94]

disappointment
0.387 0.400 0.225 0.225

probability

J − test 161.016 66.603 15.187 82.612 44.594
d.o.f. 6 5 5 5 5
p− value 0.000 0.000 0.009 0.000 0.000

RMSE 2.970 2.761 2.531 2.597 1.191
R2 -1.000 12.663 26.580 22.786 83.737
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Table 8 GMM pricing errors for the market-based GDA discount factor

Table 8 shows mean pricing errors (×100) for the market-based GDA discount factor from equation (17) in which
stock market returns are used as a proxy for returns on aggregate wealth. The test assets are the six size-B/M
portfolios. Table 8 does not report pricing errors for the risk-free rate or stock market returns because these moments
are perfectly fitted by all models due to the choice of the GMM weighting matrix. Estimation results are shown in
Table 7.

GMM pricing errors for the size-B/M portfolios

small-growth small-medium small-value big-growth big-medium big-value

market GDA(1) -1.000 3.816 5.983 -0.537 1.543 2.782
θ = 0, δ = 1 (-1.89) (3.74) (6.12) (-2.56) (7.30) (7.79)

market GDA(2) -1.071 3.637 5.467 -0.396 1.668 2.483
δ = 1 (-2.06) (3.47) (8.48) (-1.64) (6.91) (4.21)

market GDA(3) -1.130 3.397 4.927 -0.313 1.784 2.114
α = −1 (-3.62) (2.60) (3.58) (-1.41) (6.17) (3.83)

market GDA(4) -1.128 3.367 5.325 -0.403 1.175 2.170
α = 3 (-1.70) (5.28) (11.57) (-2.15) (5.81) (5.17)

market GDA(5) -2.267 1.091 1.289 0.584 0.355 -1.216
α = 15 (-2.13) (1.75) (1.55) (1.65) (0.92) (-1.84)
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Appendix

Appendix A Proof of Proposition 1

To prove Proposition 1, I combine the linear structure of disappointment aversion with the AR(1)

dynamics for consumption growth. The proof consists of four steps. First, I express the price-

dividend ratio for a claim on aggregate consumption as a linear function of consumption growth.

Second, I solve the disappointment aversion discount factor in terms of consumption growth. Then,

I obtain the unconditional Euler equations for asset returns, and finally, I show that the fixed point

problem for the disappointment reference point has a unique solution.

Price-dividend ratio of a claim on aggregate consumption

Due to the linear homogeneity of the objective function, equation (1) can be written as

JtWt = max
Ct, {wi,t}ni=1

[
(1− β)Cρt + βµt(Jt+1Wt+1)ρ

] 1
ρ ,

where Jt is marginal utility. Using the budget constraint Wt+1 = (Wt − Ct)RW,t+1, the objective

function becomes

JtWt = max
Ct, {wi,t}ni=1

[
(1− β)Cρt + β(Wt − Ct)ρµt(Jt+1RW,t+1)ρ

] 1
ρ ,

in which RW,t+1 are wealth returns. The first order conditions for Ct imply that

(1− β)ρCρ−1
t − βρ(Wt − Ct)ρ−1µt(Jt+1RW,t+1)ρ = 0.

Dividing by W ρ−1
t , we obtain

(1− β)
( Ct
Wt

)ρ−1
− β

(
1− Ct

Wt

)ρ−1
µt(Jt+1RW,t+1)ρ = 0. (18)
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Along an optimal consumption path, the following holds

JρtW
ρ
t = (1− β)Cρt + β(Wt − Ct)ρµt(Jt+1RW,t+1)ρ.

Dividing again by W ρ
t , we get that

Jρt = (1− β)
( Ct
Wt

)ρ
+ β

(
1− Ct

Wt

)ρ
µt(Jt+1RW,t+1)ρ. (19)

Equations (18) and (19) imply that

Jρt = (1− β)
( Ct
Wt

)ρ−1
. (20)

We can substitute the above relation into equation (18) to get

(1− β)
( Ct
Wt

)ρ−1
− β(1− β)

(
1− Ct

Wt

)ρ−1
µt

[( Ct+1

Wt+1

)(ρ−1)/ρ
RW,t+1

]ρ
= 0.

Using the budget constraint once more, the first-order condition for optimal consumption becomes

(1− β)
( Ct
Wt

)ρ−1
− β(1− β)

(
1− Ct

Wt

)ρ−1
µt

[( Ct+1

(Wt − Ct)RW,t+1

)(ρ−1)/ρ
RW,t+1

]ρ
= 0,

which simplifies into

βµt

[(Ct+1

Ct

)(ρ−1)/ρ
R

1/ρ
W,t+1

]ρ
= 1. (21)

Let PC,t = Wt − Ct be the price for a claim on aggregate consumption. We can use the price-

dividend identity

RW,t+1 =
Ct+1

Ct

PC,t+1/Ct+1 + 1

PC,t/Ct
, (22)
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to recast equation (21) as

1

β

1
ρ
(PC,t
Ct

) 1
ρ

= µt

[Ct+1

Ct

(PC,t+1

Ct+1
+ 1
)1/ρ]

. (23)

Following Campbell and Shiller (1988), a log-linear approximation for the price-dividend identity

in equation (22) around the point pc is given by

logRW,t+1 ≈ κc,0 + κc,1pc,t+1 − pc,t + ∆ct+1, since (24)

log(PC,t+1/Ct+1 + 1) ≈ κc,0 + κc,1log(PC,t+1/Ct+1)

in which pc,t = log
PC,t
Ct

, κc,1 = epc

1+epc
< 1, and κc,0 = log(1 + epc)− κc,1pc.

We now conjecture that the log price-dividend ratio is linear in consumption growth pc,t =

µv + φv∆ct. Using the definition of the certainty equivalent µt from equation (2), equation (23)

becomes

α

ρ
(logβ − pct) = logEt

[
e
−α∆ct+1−αρ (κc,0+κc,1pct+1) ×

1 + θ1
{Ct+1

Ct

(PC,t+1

Ct+1
+ 1
) 1
ρ ≤ δµt

[Ct+1

Ct

(PC,t+1

Ct+1
+ 1
) 1
ρ
]}

1− θ(δ−α − 1)1{δ > 1}+ θδ−αEt
[
1
{Ct+1

Ct

(PC,t+1

Ct+1
+ 1
) 1
ρ ≤ δµt

[Ct+1

Ct

(PC,t+1

Ct+1
+ 1
) 1
ρ
]}]].

We can pin down µt from equation (23), and use the log-linearized price-dividend identity (24) to

simplify the expression inside the disappointment indicator. Further, the partial moments property

for a standard normal variable εc,t+1 and real numbers
[
α, ρ, κc,1, φv,1, φc, σc, d̃1

]
implies that32

Et[e−
(
α
ρ
κc,1φv,1+α

)√
1−φ2

cσcεc,t+11{εc,t+1 ≤ d̃1}] =

e
1
2

[
(
α
ρ
κc,1φv,1+α

)√
1−φ2

cσc]
2

N
(
d̃1 + α

(κc,1φv,1
ρ

+ 1
)√

1− φ2
cσc

)
.

Using the above result, the conjecture that pcc,t = µv + φv∆ct, and the AR(1) dynamics for

32Winkler, Roodman, and Britney (1972).
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consumption growth, equation (23) becomes

α

ρ
logβ − α

ρ
(µv + φv∆ct) = −α

(
µc(1− φc) + φc∆ct

)
− α

ρ
κc,0 −

α

ρ
κc,1µv (25)

−α
ρ
κc,1φvµc(1− φc)−

α

ρ
κc,1φvφc∆ct + log

(
1 + θN

(
d̃1 +

(α
ρ
κc,1φv + α

)√
1− φ2

cσc
))

−log
(

1− θ(δ−α − 1)1{δ > 1}+ θδ−αN(d̃1)
)

+
1

2

[(α
ρ
κc,1φv + α

)√
1− φ2

cσc
]2
,

where N() is the standard normal c.d.f., and d̃1 is the threshold for disappointment defined as

d̃1 =
ρlogδ − logβ + µv + φv∆ct − κc,0 − κc,1µv − (κc,1φv + ρ)[µc(1− φc) + φc∆ct]

(κc,1φv + ρ)
√

1− φ2
cσc

. (26)

We can now use the method of undetermined coefficients to find the values for µv and φv. First,

we collect consumption growth terms ignoring the terms log
(

1+θN
(
d̃1+

(
α
ρκc,1φv+α

)√
1− φ2

cσc
))

and log
(

1− θ(δ−α − 1)1{δ > 1}+ θδ−αN(d̃1)
)

in equation (25). Then, we solve for φv to get

φv =
ρφc

1− κc,1φc
. (27)

For the above value of φv, all ∆ct terms in equation (26) vanish, and d̃1 becomes a function of

constant terms alone. Also, for the above value of φv, the term κc,1φv/ρ + 1 is positive since

consumption growth is stationary (φc ∈ (−1, 1)) and κc,1 < 1.

Collecting constant terms in (25), the solution for µv is given by

µv =
1

1− κc,1

[
logβ + κc,0 + (κc,1φv + ρ)µc(1− φc)−

1

2

α

ρ

[
(κc,1φv + ρ)

√
1− φ2

cσc
]2

− ρ
α
log
(

1 + θN
(
d̃1 +

α

ρ
(κc,1φv + ρ)

√
1− φ2

cσc
))

+
ρ

α
log
(

1− θ(δ−α − 1)1{δ > 1}+ θδ−αN(d̃1)
)]
,

and d̃1 in equation (26) becomes the solution to the fixed point problem

d̃1 =
ρlogδ

(κc,1φv + ρ)
√

1− φ2
cσc
− 1

2

α

ρ
(κc,1φv + ρ)

√
1− φ2

cσc −
log
(

1+θN
(
d̃1+α

ρ
(κc,1φv+ρ)

√
1−φ2

cσc
)

1−θ(δ−α−1)1{δ>1}+θδ−αN(d̃1)

)
α
ρ (κc,1φv + ρ)

√
1− φ2

cσc
.
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Using the solution for φv in (27), the fixed point problem for d̃1 does not depend on ρ since

d̃1 =
(1− φcκc,1)logδ√

1− φ2
cσc

− 1

2

α

1− κc,1φc

√
1− φ2

cσc −
log
( 1+θN

(
d̃1+ α

1−κc,1φc

√
1−φ2

cσc
)

1−θ(δ−α−1)1{δ>1}+θδ−αN(d̃1)

)
α

1−κc,1φc

√
1− φ2

cσc
, (28)

and we can rewrite µv as

µv =
1

1− κ1,c

[
logβ + κ0,c + (κ1,cφv + ρ)µc(1− φc) + d̃1(κ1,cφv + ρ)

√
1− φ2

cσc − ρlogδ
]
.

Explicit solutions for the disappointment aversion stochastic discount factor

Turning back to the investor’s optimization problem, the first-order conditions for portfolio

weights are given by

Et
[
J−αt+1R

−α−1
W,t+1

(
1 + θ1

{
Jt+1RW,t+1 ≤ δµt(Jt+1RW,t+1)

})
(Ri,t+1 −Rn,t+1)

]
= 0.

Using the expression for Jt+1 in equation (20) and the budget constraint, we obtain

Et
[
C
−α ρ−1

ρ

t+1 R
−α/ρ−1
W,t+1

(
1 + θ1

{
C
ρ−1
ρ

t+1 R
1/ρ
W,t+1 ≤ δµt(C

ρ−1
ρ

t+1 R
1/ρ
W,t+1)

})
(Ri,t+1 −Rn,t+1)

]
= 0.

We can multiply both sides of the Euler equation by β−α/ρC
α ρ−1

ρ

t and both sides of the inequality

inside the disappointment indicator by β1/ρC
ρ−1
ρ

t to get

Et
[
β
−α
ρ
(Ct+1

Ct

)−α ρ−1
ρ R

−α/ρ−1
W,t+1

(
1 + θ1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1/ρ
W,t+1 ≤ δµt

})
(Ri,t+1 −Rn,t+1)

]
= 0.

The choice of the nth asset as the reference asset is arbitrary. The above equation could also be

written as

Et
[
β
−α
ρ
(Ct+1

Ct

)−α ρ−1
ρ R

−α/ρ−1
W,t+1

(
1 + θ1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1/ρ
W,t+1 ≤ δµt

})
(Ri,t+1 −Rj,t+1)

]
= 0.
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Multiplying both sides of the above equation with wj and summing over j, we obtain

Et
[
β
−α
ρ
(Ct+1

Ct

)−α ρ−1
ρ R

−α/ρ−1
W,t+1

(
1 + θ1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1/ρ
W,t+1 ≤ δµt

})(∑
j 6=i

wjRi,t+1 −
∑
j 6=i

wjRj,t+1

)]
= 0.

Using the weights constraint
(∑

j 6=iwj = 1− wi
)

, we get

Et
[
β
−α
ρ
(Ct+1

Ct

)−α ρ−1
ρ R

−α/ρ−1
W,t+1

(
1 + θ1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1/ρ
W,t+1 ≤ δµt

})
Ri,t+1

]
=

Et
[
β
−α
ρ
(Ct+1

Ct

)−α ρ−1
ρ R

−α/ρ−1
W,t+1

(
1 + θ1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1/ρ
W,t+1 ≤ δµt

})∑
j wjRj,t+1

]
.

The definition of the disappointment aversion certainty equivalent in equation (2) implies that we

can write the right-hand side above as

Et
[
β
−α
ρ
(Ct+1

Ct

)−α ρ−1
ρ R

−α/ρ−1
W,t+1

(
1 + θ1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1/ρ
W,t+1 ≤ δµt

})
Ri,t+1

]
= (29)

µt

[
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1
ρ

W,t+1

]−α
Et
[
1− θ(δ−α − 1)1{δ > 1}+ θδ−α1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1
ρ

W,t+1 ≤ δµt
}]
.

From equation (21), we know that µt

[
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1
ρ

W,t+1

]
= 1, and therefore we can rewrite

equation (29) as

Et
[
β−α

ρ
(Ct+1

Ct

)−α ρ−1
ρ R

−α/ρ−1
W,t+1

1 + θ1
{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1/ρ
W,t+1 ≤ δ

}
Et
[
1− θ(δ−α − 1)1{δ > 1}+ θδ−α1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1
ρ

W,t+1 ≤ δ
}]Ri,t+1

]
= 1,

which implies that the disappointment aversion stochastic discount factor can be written as

Mt,t+1 = β
−α
ρ
(Ct+1

Ct

)−α ρ−1
ρ R

−α/ρ−1
W,t+1

1 + θ1
{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1/ρ
W,t+1 ≤ δ

}
Et
[
1− θ(δ−α − 1)1{δ > 1}+ θδ−α1

{
β

1
ρ
(Ct+1

Ct

) ρ−1
ρ R

1
ρ

W,t+1 ≤ δ
}] .

Using the log-linearized price-dividend identity for returns on total wealth in equation (24), the
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stochastic discount factor can be further expressed as

Mt,t+1 = e−
α
ρ logβ−

a
ρ (ρ−1)∆ct+1−(αρ+1)[κc,0+κc,1(µv+φv∆ct+1)−(µv+φv∆ct)+∆ct+1]

×
1 + θ1{ 1

ρ [logβ + κc,0 + κc,1µv + (κc,1φv + ρ)∆ct+1 − (µv + φv∆ct)] ≤ logδ}
1− θ(δ−α − 1)1{δ > 1}+ θδ−αEt[1{ 1

ρ [logβ + κc,0 + κc,1µv + (φvκc,1 + ρ)∆ct+1)− (µv + φv∆ct)] ≤ logδ}]
.

Finally, using the solutions for φv and µv, we conclude that

Mt,t+1 = e
logβ+(ρ−1)∆ct+1+ α+ρ

1−κc,1φc
µc(1−φc)+ α+ρ

1−κc,1φc
d1
√

1−φ2
cσc−[ α+ρ

1−κc,1φc
]∆ct+1+[ α+ρ

1−κc,1φc
]φc∆ct

×
1 + θ1{∆ct+1 ≤ (1− κc,1φc)logδ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc}
1− θ(δ−α − 1)1{δ > 1}+ θδ−αEt[1{∆ct+1 ≤ (1− κc,1φc)logδ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc}]
,

where d1 is given by

d1 = d̃1 −
(1− κc,1φc)logδ√

1− φ2
cσc

.

Unconditional Euler equations

We can write the Euler equation for the risk-free rate as

Et
[
Mt,t+1Rf,t+1

]
= 1, or Et

[
M̃t,t+1Rf,t+1

]
=

1− θ(δ−α − 1)1{δ > 1}+ θδ−αEt[1{∆ct+1 ≤ (1− κc,1φc)logδ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc}],

in which

M̃t,t+1 = e
logβ+(ρ−1)∆ct+1+ α+ρ

1−κc,1φc
µc(1−φc)+ α+ρ

1−κc,1φc
d1

√
1−φ2

cσc−[ α+ρ
1−κc,1φc

]∆ct+1+[ α+ρ
1−κc,1φc

]∆ct

×
(

1 + θ1{∆ct+1 ≤ (1− κc,1φc)logδ + (1− φc)µc − φc∆ct + d1

√
(1− φ2

c)σ
2
c}
)
.

Taking unconditional expectations in both sides of the Euler equation and rearranging, we get that

E
[
Mt,t+1Rf,t+1

]
= 1, (30)
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where

Mt,t+1 = e
logβ+(ρ−1)∆ct+1+ α+ρ

1−κc,1φc
µc(1−φc)+ α+ρ

1−κc,1φc
d1

√
1−φ2

cσc−[ α+ρ
1−κc,1φc

]∆ct+1+[ α+ρ
1−κc,1φc

]φc∆ct

×
1 + θ1{∆ct+1 ≤ (1− κc,1φc)logδ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc}
1− θ(δ−α − 1)1{δ > 1}+ E[∆ct+1 ≤ (1− κc,1φc)logδ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc}]
.

Similar results hold for asset excess returns Ri,t+1 −Rf,t+1

E
[
Mt,t+1(Ri,t+1 −Rf,t+1)

]
= 0.

Existence and uniqueness of the solution to the fixed-point problem for d1

In order to show that the fixed point problem in (28) has a unique solution, consider the function

h : R→ R such that

h(x) = x+ 0.5A−B +
1

A
log
[ 1 + θN

(
x+A

)
1− θ(δ−α − 1)1{δ > 1}+ θδ−αN

(
x
)].

with A = α
1−κc,1φc

√
1− φ2

cσc and B =
(1−κc,1φc)logδ√

1−φ2
cσc

. For the function h(x), we have that

lim
x↑+∞

h(x) = +∞ > 0 and lim
x↓−∞

h(x) = −∞ < 0.

Therefore, because the function h(x) is continuous in R, there exists at least one solution to the

equation h(x) = 0 in (−∞,+∞). Finally, even though it is hard to show uniqueness of solution

algebraically, Figure A shows that h(x) is strictly increasing for different values of θ while the rest

of the parameters are kept constant and equal to the estimates from Table 2. Similar results hold

if θ is fixed and I vary the rest of the parameters.

A8



Figure A. Uniqueness of the solution for d1
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Figure A shows that the function h(x) = x+0.5A−B+ 1
A
log
[

1+θN
(
x+A

)
1−θ(δ−α−1)1{δ>1}+θδ−αN

(
x
)] is monotonically increasing

in x as I vary θ and hold A and B fixed.

Appendix B Consistency of non-differentiable GMM estimators

In order to prove consistency and asymptotic normality of GMM estimators, standard applications

require differentiability of the GMM objective function. However, continuity and differentiability

break down when the GMM moment conditions include indicator functions. In this section, I use

the results in Andrews (1994) and Newey and McFadden (1994) to show consistency and asymptotic

normality for the GDA estimates, even if the GDA discount factor is not continuous.

Let zt be a vector of random variables, x a vector of parameters, q(zt, x) a vector-valued function

and W a positive-definite, symmetric matrix. The GMM objective function is given by

Q0 = E
[
q(zt, x)

]′
W E

[
q(zt, x)

]
, (31)
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and its sample analog

Q̂T =
[ 1

T

T∑
t=1

q(zt, x)
]′
Ŵ
[ 1

T

T∑
t=1

q(zt, x)
]
. (32)

Let x0 be the minimizer in (31), and x̂T the minimizer in (32). For the disappointment aversion

model, zt =
[
∆ct+1,∆ct, {Ri,t+1}n−1

i=1 , Rf,t+1

]
, x = [µc, φcσ

2
c , σ

2
c , β, ρ, θ, α, δ], and

q(zt, x) =



∆ct+1 − µc

∆c2
t+1 − µ2

c − σ2
c

∆ct+1∆ct − µ2
c − φcσ2

c

(logRf,t+1)2 − E[logRf,t+1]2 − (1− ρ)2φ2
cσ

2
c

Mt,t+1Rf,t+1 − 1

Mt,t+1

(
Ri,t+1 −Rf,t+1

)
for i = 1, 2, ..., n− 1


.

Economic theory suggests that for disappointment averse investors β ∈ (0, 1), while θ, α, ρ,

and δ cannot assume infinite values, and are bounded away from infinity by real numbers Bθ, Bα

and Bρ. I also assume that ∆ct is stationary and therefore µc is a real number, φc takes values in

(−1, 1), and σ2
c is a positive number. For κc,1 ∈ (0, 1) and ∆ct+1 stationary, it also follows that

1−φcκc,1 > 0. All these restrictions imply that the vector of parameters takes values in a compact

space X ∈ R7. Finally, I assume that zt is characterized by a continuous probability distribution

function and a well-defined moment generating function ∀ x ∈ X.

Identification: I assume that the GMM objective function in (31) satisfies the conditions of

Lemma 2.3 in Newey and McFadden (1994), so that x0 is globally identified:

1. E[q(zt, x0)] = 0

2. WE[q(zt, x0)] 6= 0 for x 6= x0.

For the emprical part of this paper, I use the variance of the risk-free rate to identify ρ. Moreover,

for the first set of empirical tests, I restrict the value of the risk aversion coefficient α in order to
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address any concerns that θ and α cannot be jointly identified.33 Finally, I consider a grid of initial

values for the minimization of the GMM objective function to ensure that the simplex algorithm

does not capture local minima.

Consistency: For consistency of GMM estimators when the GMM objective function is not

continuous, the reader is referred to Theorem 2.6 in Newey and McFadden (1994). This theorem

requires that:

1. zt is stationary and ergodic

2. Ŵ
p→W , W is positive definite, and WE[g(z, x0)] = 0 only if x = x0

3. X is compact

4. q(zt, x) is continuous with probability one.

5. E
[
supx∈X||q(zt, x)||

]
< +∞

If all the above conditions are met, then x̂T
p→x0. Stationarity and ergodicity are reasonable

properties for the random variable zt =
[
∆ct+1,∆ct, {Ri,t+1}n−1

i=1 , Rf,t+1

]
at the annual frequency.

The second condition is satisfied because the first-stage GMM weighting matrix is constant, and

equal to a diagonal matrix with prespecified elements. Moreover, according to the identification

assumption above, the GMM objective function has a unique minimizer x0 which can be identified.

The third condition is satisfied because economic theory and stationarity of ∆ct+1 suggest that the

parameter space X is compact. The fourth condition is also satisfied because the only point of

discontinuity in (33) is

∆ct+1 = (1− κc,1φc)δ + µc(1− φc) + φc∆ct + d1

√
1− φ2

cσc.

However, this discontinuity is a zero-probability event ∀x ∈ X because consumption growth is a

continuous random variable. Finally, condition 5 above is satisfied because X is compact, and the

distribution of zt has a well-defined moment generating function ∀x ∈ X.

33See also the discussion in Newey and McFadden (1994, p. 2127) on the Hansen and Singleton (1982) model.
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Asymptotic normality: Theorems 7.2 and 7.3 in Newey and McFadden (1994) provide con-

ditions for asymptotic normality of GMM estimates when the GMM objective function is not

continuous. These conditions are

1.
[

1
T

∑T
t=1 q(zt, x)

]′
Ŵ
[

1
T

∑T
t=1 q(zt, x)

]
≤ infx∈X

[
1
T

∑T
t=1 q(zt, x)

]′
Ŵ
[

1
T

∑T
t=1 q(zt, x)

]
2. Ŵ

p→W , W is positive definite

3. x̂
p→x0

4. x0 is in the interior of X

5. E[g(z, x0)] = 0

6.
√
T
[

1
T

∑T
t=1 q(zt, x0)

] d→N(0,Σ)

7. E[g(z, x)] is differentiable at x0 with derivative G, and G′WG is non-singular

8. for δN → 0, then

sup
||x−x0||≤δn

√
n
∣∣∣∣∣∣[ 1

T

∑T
t=1 q(zt, x)

]
−
[

1
T

∑T
t=1 q(zt, x0)

]
− E

[
g(z, x0)

]∣∣∣∣∣∣
1 +
√
n||x− x0||

p→ 0

If all the above conditions are met, then

√
T (x̂T − x0)

d→N
(
0, (G′WG)−1G′WSWG(G′WG)−1

)
.

The first condition is related to identification. The second condition is satisfied since Ŵ is a

diagonal matrix with prespecified elements. The third condition is satisfied by the consistency

theorem above. Conditions 4, 5, and 6 are standard GMM assumptions. The seventh condition

is satisfied provided that the joint probability density function for asset returns and consumption

growth is continuous, and the moment generating function is well-defined. The critical condition

for asymptotic normality is condition 8, the stochastic equicontinuity condition.
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Theorem 1 of Andrews (1994) provides primitive conditions for stochastic equicontinuity. These

conditions are related to Pollard’s entropy condition (Pollard (1984)). Fortunately, the GMM

function for the disappointment model in equation (33) is a mixture of functions that satisfy this

entropy condition. According to Theorem 2 in Andrews, indicator functions, which are “type

I” functions, satisfy Pollard’s conditions. A second class of functions which also satisfy Pollard’s

conditions are functions that depend on a finite number of parameters and are Lipschitz-continuous

with respect to these parameters. These functions are called “type II” functions.34

The GMM vector-valued function q(zt, x) in equation (33) consists of linear and exponential

terms, which, in turn, are functions of a finite number of preference parameters. Exponential

functions are only locally Lipschitz-continuous. However, the GMM function in (33) is Lipschitz-

continuous because the parameter space X is compact, and, therefore, the rate of change for all

exponential functions in (33) remains bounded. Overall, according to Theorem 2 in Andrews

(1994), the disappointment aversion GMM function in (33) includes terms that individually satisfy

Pollard’s entropy condition.

According to Theorem 3 in Andrews (1994), elementary operations between “type I” and “type

II” functions result in functions that also satisfy Pollard’s entropy condition. Hence, the disap-

pointment aversion GMM function in (33), which is a product of “type I” and “type II” functions,

satisfies the stochastic equicontinuity condition. Therefore, the GMM estimates for the disappoint-

ment model are asymptotically normally distributed. This discussion confirms that even though

q(zt, x) in (33) is not continuous with respect to x, standard asymptotic results can still be applied

provided that certain regularity conditions are satisfied. These conditions are in general associated

with “continuity” and “differentiability” of the function E
[
q(zt, x)

]
rather than the function q(zt, x)

itself.

Finally, even if q(zt, x) is not continuously differentiable, we can still proceed with hypothesis

testing by replacing derivatives with finite differences. Theorem 7.4 in Newey and McFadden

(1994) suggests that the numerical derivative for 1
T

∑T
t=1 q(zt, x) will asymptotically converge in

34Lipschitz continuity is also exploited in Theorem 7.3 in Newey and McFadden (1994) as a primitive condition
to show stochastic equicontinuity.
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probability to the derivative of E[q(zt, x)]. For instance, let ei be the ith unit vector whose elements

are all zeros except for the ith element which is 1. Also, let hT a small positive constant that

depends on sample size T . If hT → 0, as hT
√
T → 0 and the conditions in Theorem 7.2 of Newey

and McFadden (1994) are satisfied, then

1

T

T∑
t=1

q(zt, x)− q(zt, x+ eihT )

hT

p→Gi, (33)

in which Gi is the ith element of the gradient of E[q(zt, x)]. According to this theorem, I can obtain

consistent asymptotic variance estimators using finite differences. However, a practical problem

with numerical derivatives is the choice of the perturbation parameter hT used in the denominator.

Unfortunately, econometric theory does not provide a clear answer to this problem.

Appendix C Bootstrapped test statistics for the GDA discount factor

In this section, I discuss the bootstrap methodology used to obtain confidence intervals and test

statistics for the disappointment model. Let zt =
[
∆ct+1,∆ct, {Ri,t+1}n−1

i=1 , Rf,t+1

]
. My sample

consists of {z1, ..., zT } observations. As in Hall and Horowitz (1996), I assume that zt is stationary,

ergodic, and that E[ztzt+k] = 0 for some k < +∞. Stationarity, ergodicity, and weak time-series

dependence are reasonable properties for consumption growth, the risk-free rate, and stock returns

at the annual frequency.

Following Kunsch (1989), I create m blocs of observations from the original data in order to

preserve the autocorelation and covariance structures in the data. Each block will have a length

equal to l such that k · l = T where k is an integer. I set the length of each bootstrap block

equal to 40 observations because long blocks of observations are required to accurately estimate

autocorrelations and covariances. Horowitz (2001) discusses alternative methods of resampling

dependent data as well as optimal selection for m and l.
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Let Zi, i ∈ {1, ..,m} be a block of observations from the original data, and in particular let

Z1 = {z1, .., zl}

......................

Zm = {zT−l+1, .., zT }.

with l = 40. Let {Z∗1 , ..., Z∗B} be a collection of B random samples generated by randomly drawing

blocks of observations with replacement from the set of the available blocks Z1, ..., Zm. According

to Efron and Tibshirani (1993, p. 162), 1000 replications are usually enough to compute standard

errors and percentiles. Each bootstrap sample, Z∗b , is the union of two blocks, Z∗b = Zi ∪ Zj , and

has length T = 80.

Let z
(b)
t be the tth observation of the bootstrap sample b. For each bootstrap sample, we

minimize the GMM objective function, and obtain parameter estimates according to

x̂
(b)
T = argminx

[ 1

T

T∑
t=1

q(z
(b)
t , x)− 1

T

T∑
t=1

q(zt, x̂T )
]′
Ŵ
[ 1

T

T∑
t=1

q(z
(b)
t , x)− 1

T

T∑
t=1

q(zt, x̂T )
]
. (34)

where x̂T are the GMM estimates in the original sample. Following Hall and Horowitz (1996), the

bootstrap version of the bootstrap GMM objective function in (34) is recentered relative to the

population version to make sure that the bootstrap implements moment conditions that hold in

the population. After the minimization, the bootstrap process will result in a bootstrap collection

of parameter estimates (x̂
(1)
T , ..., x̂

(1000)
T ) and a bootstrap collection of GMM errors(

1
T

∑T
t=1 q(z

(1)
t , x̂

(1)
T ), ..., 1

T

∑T
t=1 q(z

(1000)
t , x̂

(1000)
T )

)
.

In order to show asymptotic normality of non-continuous GMM estimators in Appendix B, we

assumed that

√
T
[ 1

T

T∑
t=1

q(zt, x0)
] d→N(0,Σ), (35)

A15



and therefore

T
[ 1

T

T∑
t=1

q(zt, x0)
]′

Σ−1
[ 1

T

T∑
t=1

q(zt, x0)
] d→X2

(K),

where X2
(K) is the chi-square distribution with K degrees of freedom, and K is the length of q(zt, x0).

According to Lemma 4.1 in Hansen (1982) and p. 210 in Cochrane (2001), the covariance matrix

for the first-stage GMM errors is given by

Σ1st GMM =
(
I −G

(
G′WG

)−1
G′W

)
Σ
(
I −G

(
G′WG

)−1
G′W

)′
,

where G is the gradient of E
[
q(zt, x0)

]
, and Σ is the asymptotic variance-covariance matrix of

√
T
[

1
T

∑T
t=1 q(zt, x0)

]
if we did not estimate any parameters (Cochrane, p. 204).

If Σ̂ and Ĝ are consistent estimates of S and G respectively, then

Σ̂1st GMM =
(
I − Ĝ

(
Ĝ′Ŵ Ĝ

)−1
Ĝ′Ŵ

)
Σ̂
(
I − Ĝ

(
Ĝ′Ŵ Ĝ

)−1
Ĝ′Ŵ

)
,

which implies that

√
T
[ 1

T

T∑
t=1

q(zt, x̂T )1st GMM
] d→N(0, Σ̂1st GMM ),

and

T
[ 1

T

T∑
t=1

q(zt, x̂T )1st GMM
]′(

Σ̂1st GMM
)−1[ 1

T

T∑
t=1

q(zt, x̂T )1st GMM
] d→X2

(K−L),

where L is the number of parameters to be estimated.

When the number of observations is limited, asymptotic arguments fail. For instance, estimates

of the covariance matrix Σ1st GMM could be biased, and Σ̂1st GMM would be singular. Furthermore,

since the disappointment model q(zt, x0) is not differentiable, Σ̂1st GMM will depend on the choice

of the perturbation parameter hT for the finite differences approximation of Ĝ (equation (33) in
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Appendix B). To a large extend all these issues can be addressed, if we use the bootstrap sample.

First, we can obtain an estimate of Σ in (35) from the bootstrap sample as follows

Σ̂boot = T V̂ ar
[ 1

T

T∑
t=1

q(z
(b)
t , x̂

(b)
T )1st GMM

]
.

We can then estimate Σ̂1st GMM
boot as

Σ̂1st GMM
boot =

(
I − Ĝboot

(
Ĝ′bootŴ Ĝboot

)−1
Ĝ′bootŴ

)
Σ̂boot

(
I − Ĝboot

(
Ĝ′bootŴ Ĝboot

)−1
Ĝ′bootŴ

)
,

in which Ĝboot is the bootstrap estimate of the gradient of E
[
q(zt, x0)

]
. Finally, we can proceed

with hypothesis testing using the following statistics:

1. testing the entire set of moment conditions:

T
[ 1

T

T∑
t=1

q(zt, x̂T )1st GMM
]′(

Σ̂1st GMM
boot

)∗−1∗
[
1

T

T∑
t=1

q(zt, x̂T )1st GMM
] d→X2

(K−L),

under H0 : E
[
q(zt, x0)

]
= 0,

2. testing subsets of moment conditions:

√
TA

[ 1

T

T∑
t=1

q(zt, x̂T )1st GMM
] d→N(0,AΣ̂1st GMM

boot A′), under H0 : AE
[
q(zt, x0)

]
= 0,

with A an M ×K matrix,

3. testing individual moment conditions:

(√
T

1

T

T∑
t=1

qi(zt, x̂T )1st GMM
)√(

Σ̂1st GMM
boot

)∗−1∗
ii

d→N(0, 1), under H0 : E[qi(zt, x0)] = 0.

The exponent ∗ − 1∗ denotes the Moore-Penrose pseudo-inverse that adjusts the bootstrap covari-

ance estimator for recentering in (34), and for the fact that the blocks may not exactly replicate

the dependence structure of the data (Hall and Horowitz (1996), Chou and Zhou (2006)).
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Finally, if x̂
(b)
T is a bootstrap estimate, then, as long as x̂T − x0 ∼ x̂

(b)
T − x̂T , we can test the

significance of the GMM estimates of x0 using confidence intervals that are based on the distribution

of the bootstrapped estimates x̂
(b)
T

P̂
(
x0 ∈ [x̂

(b)
T,a∗%, x̂

(b)
T,1−a∗%]

)
boot

= 1− 2a%.

The confidence intervals [x̂
(b)
T,a∗%, x̂

(b)
T,1−a∗%] are corrected for bias using the bias-corrected method

in Efron and Tibshirani (1986).

Appendix D The relation between GDA preferences and safety-first portfolios

In this section, I show that disappointment aversion can be mapped into safety-first or conditional

value-at-risk portfolio problems.

Let R ∈ [−1,+∞)n be a random vector of n asset returns and FR be the multivariate c.d.f.

associated with these returns. Let w ∈ R be the vector of n portfolio weights. Define the first lower

partial moment of the investment portfolio as

E
[
(w′R− µ)1{w′R ≤ µ}

]
=

∫ µ

−∞
(w′R− µ)dFR,

with µ equal to

µ = E
[
w′R

1 + λ1{w′R ≤ µ}
1 + λE

[
w′R ≤ µ

] ], (36)

for some positive parameter λ.

A18



Now, consider the following portfolio choice problem under Bawa’s (1978) safety-first criterion.

max
w

E[w′R] s.t.

E
[
(w′R− µ)1{w′R ≤ µ}

]
= 0 (37)

n∑
i

wi = 1.

The above problem is equivalent to a portfolio choice problem in which the objective function is

based on conditional value-at-risk criteria (Rockafellar and Uryasev (2000)).

Using the Lagrange multiplier θ > 0 for the safety-first constraint in equation (37), the portfolio

problem can be written as

max
w

{
E[w′R] + θE

[
(w′R− µ)1{w′R ≤ µ}

]}
s.t.

n∑
i

wi = 1.

If we assume that the positive parameter λ in equation (36) is equal to the Lagrange multiplier

θ, the above problem is equivalent to the portfolio problem for an investor who is disappointment

averse, and whose preferences can be described by a utility function of the form

U(x) =

 x, x > µ

x+ θ(x− µ), x ≤ µ

with µ given in equation (36) for λ = θ.
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